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Abstract

The rapid deployment of wireless networks in various environments necessitates the development of new end-to-end
tools that monitor and measure the properties of wireless paths well. In this paper, we implement AdHoc Probe, a 
recently proposed path capacity estimation tool specially designed for the multi-hop ad hoc wireless environment. 
We present an implementation of AdHoc Probe in Linux; discuss challenges in its deployment, and solutions to the
various system issues encountered. We also evaluate the behavior/effectiveness of AdHoc Probe in various testbed 
setups; including an interfered setting that cannot be simulated. Experiment results validate the workings of AdHoc 
Probe and offer insights into how the capacity of a wireless path changes in real wireless environments. Our efforts 
provide a basis for realistic results that can be of assistance in activities such as capacity planning, protocol design,
performance analysis, and etc.

1. Introduction

As the wireless Internet grows in size and connection
complexity, new applications and services requirements 
necessitate the development of suitable end-to-end tools 
that monitor and measure the properties of wireless 
paths well. In particular, effective evaluation and meas-
urement of the capacities along wireless paths are of
realistic interest, especially to activities such as capacity
planning, protocol design, performance analysis and 
system deployment. 

Although the path capacity estimation problem has been
extensively studied in the literature, most tools work in
the scenarios of wired and/or last-hop wireless networks
and measure the bottleneck link capacity, e.g.
[1][5][8][10]. The complexity and convergence time 
required for these schemes are not well suited for multi-
hop ad hoc wireless networks.  Moreover, the assump-
tion of bidirectional setup of some of the above tech-
niques has proved to yield detrimental results in ad hoc 
networks.

In fact, end-to-end path capacity estimation in ad hoc 
wireless networks is much more challenging. Wireless 
capacity estimation depends not only on the rate of the 
“narrow” link along the path (as in a wired network), 
but also on the topology, path layout, interference be-
tween nodes along the path and several other environ-
mental parameters. Moreover, wireless capacity estima-
tion must accommodate both fixed rate wireless net-
works, and auto rate wireless networks, where the 
transmission rate can be dynamically adjusted to the 

propagation characteristics and energy requirements. An
accurate capacity estimation mechanism must under-
stand how the capacity of a wireless path is impacted by
these factors respectively.

Previous technique proposed by Li et al in [11] ad-
dressed the adhoc end-to-end path capacity by sending a 
brute force UDP packet stream to measure the maxi-
mum achievable throughput. This scheme produces very
realistic results, but is not very practical since it heavily
impacts existing traffic, and its result is affected by cur-
rent on-going traffic conditions as well.  

AdHoc Probe, a recently proposed adhoc path capacity
estimation tool by Chen et al [1], is a simple and effec-
tive technique that aimed to simplify the adhoc path
capacity estimation process.  However, performance of
AdHoc Probe was only studied through NS2 [19] simu-
lations in [1]. Little understanding exists on the chal-
lenges in deploying AdHoc Probe, as well as the effec-
tiveness and behavior of AdHoc probe in real wireless
environments. Therefore, it is the purpose of this study
to reveal how AdHoc Probe would perform in real wire-
less environments.

Motivated by the above goals, we implement AdHoc 
Probe in Linux and conduct in-depth evaluations in
various controlled wireless testbed, to assess the effi-
cacy of AdHoc Probe in a real network deployment. 
Important system issues commonly associated with such
end-to-end measurement tools, such as time synchroni-
zation and clock skew, are discussed with proposed 
solutions. We also evaluate the effect of auto rate wire-
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less radios experimentally by varying the distances be-
tween nodes as well as interfered settings/patterns that 
cannot be simulated via NS2. An important differentia-
tion between auto rate radio and multi-hopping, in terms
of the impact on wireless path capacities, is also among
our goals.

Our experiment results show that AdHoc Probe is able 
to accurately measure the wireless path capacity in all 
cases of fixed rate networks. Moreover, AdHoc Probe is
able to track the dynamic rate adaptation of an auto rate 
wireless link in a timely and accurate manner.  

The rest of the paper is organized as follows. In section
2, we briefly describe the AdHoc Probe mechanism. An
in-depth discussion of related system issues and their
solutions is presented in Section 3. In section 4, we pre-
sent testbed experiment results to evaluate the efficacy
of AdHoc Probe in both fixed and auto rate wireless
networks. Finally, section 5 concludes the paper.

2. AdHoc Probe Overview

AdHoc Probe is an end-to-end tool that measures the 
capacity of a multi-hop wireless path in an ad hoc net-
work. Inspired by CapProbe [8], AdHoc Probe relies on
the packet-pair technique to provide capacity estimation
in wireless networks. However, while CapProbe is de-
signed to estimate the bottleneck link capacity in a 
round-trip fashion, AdHoc Probe intends to estimate the 
end-to-end path rate based on one-way measurements. 
The end-to-end path rate is the maximum achievable 
rate over the wireless path in the absence of any com-
peting traffic.  The maximum achievable rate (in the 
absence of competing traffic) is typically lower than the 
nominal channel transmission rate due to a variety of
reasons including multi-hopping, unique features of
wireless networks (e.g. RTS/CTS mechanism), link rate 
adaptation techniques, etc. AdHoc Probe is able to ac-
curately measure such achievable rate. 

The basic one-way AdHoc Probe algorithm is derived 
from the round-trip CapProbe mechanism. Probing
packet pairs of fixed size are sent back-to-back from the 
sender to the receiver. The sending time is stamped on
every packet by the sender, the One Way Delay (OWD) 
is calculated at the receiver, and the path capacity (i.e. 
rate) estimation is performed at the receiver and com-
municated to the sender.  

The receiver measures the OWD of each packet as the 
difference between the receiving time (clocked at the 
receiver) and the sending time (stamped by the sender 

in the packet header). The OWD sum is then computed. 
The “good” packet-pair samples (i.e. the packet pairs
encountering no cross traffic) are those with minimum
OWD sum (as shown in Figure 1), and the correspond-
ing capacity is given by C=P/T, where P is the packet 
size and T is the dispersion of the packet pair. 

AdHoc Probe does not implement the “convergence 
test” as CapProbe does in order to make the algorithm
simple, fast, and timely to the highly varying character-
istics of wireless networks. Instead, AdHoc Probe sim-
ply reports the capacity estimation after receiving a cer-
tain number of samples, say N. Similar to CapProbe, the 
accuracy of capacity estimation increases as N grows.
However, a large N value is not suitable for mobile 
wireless networks as it will lead to high latency in esti-
mation and may not allow us to capture the dynamic 
properties of the wireless network.

Figure 1: AdHoc Probe capacity estimate using the 
sample with minimum OWD sum.

Apart from the number of samples, N, the latency of the 
estimate also depends on the probing packets sending
rate (i.e. the probing rate). For simplicity, AdHoc Probe
simply sends probing packets (with the packet size of P 
bytes) using a CBR rate (i.e. R packet-pair/second, or 
equivalently 2*P*R bytes/second). As a result, the ex-
pected duration for one estimate is approximately N/R
seconds. Clearly, the larger R is, the less time a capacity
estimation process takes. However, R should be upper-
bounded since a large R may disturb the ongoing fore-
ground traffic in the network or even congest the net-
work. As a result, the capacity estimate may become
inaccurate (hard to get one good sample) or extremely
slow (packets are lost due to congestion). 

The probing parameters N and R need to be carefully
tuned in accordance with the underlying network prop-
erties and by trading off precision for speed. This trade-
off clearly depends on the application. In this paper, we
simply set N = 200, P= 1500, and R = 4 sample
pairs/second for the testbed experiments.
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mation is made accordingly. AdHoc Probe then reports
its end-to-end path capacity estimation result by taking
the average of those estimates. 

4. Testbed Experiments 

Here, we perform testbed experiments to measure path
capacities of wireless ad hoc networks using AdHoc 
Probe.   Implementation issues such as time synchroni-
zation and clock skew are addressed. We experiment
with AdHoc Probe in both fixed rate and auto rate ac-
tual wireless configurations in the lab. Auto rate ad-
justments are induced by varying the physical distances
between nodes and by subjecting the 802.11b links to
Bluetooth interference.  

4.1. Experimental Results in Fixed Rate 
Wireless Networks

The testbed was first set to validate the path capacity on
multi-hop fixed rate wireless networks. We placed sev-
eral 802.11b laptops about 70 ~ 80 meters apart in a 
chain topology. The wireless rate was fixed at 2Mbps. 
20 capacity estimates were collected for each path
length (i.e. each number of hops). Each run included 
200 packet pair samples, and 4 samples were injected 
every second. The experiment is conducted without 
cross traffic, and the average and standard deviation of
the capacity estimates is presented below in Figure 5. 

Figure 5: Experiment results of AdHoc Probe on
wireless multihop testbed (transmission rate is 
2Mbps on each link). 

From the results, it is obvious that the effective capacity
of a chain topology decreases as the hop length in-
creases, and the estimate remains constant after the 
number of hops becomes larger than 4.  

4.2. Experimental Results of Auto Rate 
Wireless Networks Triggered by Displace-
ments

To experimentally validate the relationship between
source-destination distance and path capacity, we meas-
ured the path capacity between auto rate capable nodes
when the distance varies by 20 meter increments. The 
data transmission rate can adapt in the range {11Mbps, 
5.5Mbps, 2 Mbps, 1 Mbps}. Four AdHoc Probe sam-
ples were collected every second and each run consists
of 200 samples. The experiment was conducted without
cross traffic.  20 capacity estimates were collected, and 
their average and standard deviation are presented be-
low in Figure 6.

Figure 6: Experiment results of 802.11b one hop
connection (auto rate) with different distance be-
tween two hosts.

From the results, the estimated capacity remains basi-
cally unchanged when the source-destination pair is 
within 0-60 meters (the average effective one-way ca-
pacity is approximately 4.4Mbps, which corresponding
to the 11Mbps modem rate when the various O/H com-
ponents are factored out). When the distance between
the source and the destination node increases beyond 60 
meters, we observed a decrease in the measured capac-
ity. In particularly, when the distance between the 
source-destination reaches 80 meters, AdHoc Probe 
measures an average effective capacity of ~3Mbps, cor-
responding to 5.5 Mbps modem rate. When the distance 
between source-destination reaches 100 meters, we
measured an average effective capacity of ~1Mbps, 
which again, corresponds to 1Mbps modem rate1. The 
experimental results thus confirm the relationship be-
tween source-destination distance and path capacity. 

4.3. Experimental Results with Bluetooth 
Interference

Rate adaptation can be triggered not only by a change in
distance but also by wireless interference. In fact, inter-
ference has the same effect as reducing the signal to 
noise ratio as distance does.

1 The effective capacity of a one-hop 802.11b link can be found at 
http://www.uninett.no/wlan/throughput.html
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To investigate the influence of wireless interference on
effective capacity of a wireless link, we set up an ex-
periment with a single hop 802.11b path interfered by
Bluetooth. Figure 7 illustrates the testbed configuration.
Two 802.11b laptops (i.e. AdHoc Probe sender and 
receiver) are placed 10 meters apart, and two Bluetooth
laptops (the interference generators) communicate with
each other creating interference to the 802.11 receiver. 
The Bluetooth pair is placed at a varying distance from
the 802.11 receiver (from 0 to 9m). The Bluetooth
source sends a CBR traffic to the Bluetooth receiver at 
240kbps (1500 bytes/packet; 20 packets/second). Since 
Bluetooth and 802.11b use the same radio frequency
band (i.e. 2.4GHz), they interfere with each other, and 
the link quality of the 802.11b connection degrades. As
a result, the 802.11b sender adjusts its rate using ARF
attempting to adapt to the changing channel conditions. 

Figure 7: Auto Rate 802.11b Testbed with Bluetooth
interference. 

For each data point� 20 AdHoc Probe tests were made, 
each test consisting of 200 packet pair samples. Probing
rate is 5 packet-pairs per second. The average and stan-
dard deviation of the capacity estimates are presented 
below in Figure 8.

Figure 8: Experiment results of 802.11b with auto 
rate and with Bluetooth interference from varying 
distance. 

From the results, the average capacity estimate is con-
sistently in the 4Mbps range, which is what we expect 
for a single hop 11Mbps channel. The estimate is very
sharp for Bluetooth beyond 3m. For zero distance, the 
estimate oscillates as the Auto Rate controller tries to
keep up with the changes. It is remarkable that the aver-
age estimate at zero Bluetooth distance is quite close to 
the actual rate. 

5. Conclusion 

In this paper, we have implement and conduct an in-
depth evaluation on the effectiveness of AdHoc Probe, 
a newly proposed end-to-end path capacity estimation
tool designed for multi-hop ad hoc wireless networks. 
Important system issues associated with the mechanism,
such as time synchronization and clock skew, were dis-
cuss in detail, and solutions were presented. Effects of
the auto rate wireless radio on wireless path capacity
are also studied and evaluated experimentally by vary-
ing the distances between nodes as well as the interfer-
ence patterns. We have also investigated the respective 
effects of auto rate radio and multi-hopping on wireless
path capacities. Our experiment results have shown that 
AdHoc Probe is a useful and practical tool that can in-
deed be deployed in real wireless networks. It is able to
accurately measure the wireless path capacity in all 
cases of fixed rate networks, and track the rate adapta-
tion of an auto rate wireless link timely and correctly. 
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