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3) Preserve storage deduplication 
§  Use convergent encryption 
§  Focus on block-oriented deduplication 

4) Work with existing applications 
§  Transparent addition 
§  No changes to app or storage systems 
§  Self-contained*  
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Security 
Encryption Model 
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Equality-Preserving Encryption 
Convergent Encryption (CE) 

§  For any given plain text, convergent encryption will always produce the 
same cipher text. 
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Metadata Storage 
Key Storage Architecture 
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Transparent Key Management 
Keys as Metadata 

§  Treat per-block hash-keys as file metadata 
§  Potentially hundreds, or thousands per file 
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Logical File Layout 
File Structure 
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§  Stale keys are cleaned up during subsequent metadata updates 
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Results 
Storage Efficiency & Performance 
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Overview 
Prototype Implementation 
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Comparison with other Systems 
Benchmarking Strategy 

1) PlainFS 
§  FUSE-based (pass-through) 
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Comparison of Deduplication Ratios 
Deduplication Results 
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Comparison with other FUSE systems using remote NFS storage 
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Comparison with other FUSE systems using local DRAM storage 
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Recap and Observations 
Conclusions 

§  Strong security on shared storage 
§  Uses standard encryption techniques 

§  Preserves storage-based deduplication 

§  Transparent to both application and storage 
§  Easy to deploy 

§  Flexible user-mode architecture 
§  Can integrate with other host-side technologies 
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Questions? 
Special Thanks 
James Kelley 
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