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Bursty traffic is a headache!
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Bursty traffic is a headache!
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Traditional remedy: migrating hot data for load balancing
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PostMan: batching and offloading on demand
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PostMan: are helpers efficient?
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PostMan: are helpers efficient?

Clients Helper servers Memcached
servers

|
|
E—— g WL
| g | ! TCP/IPIMAC header | 1 | |
LG— =] |
| Lo 1| 1B
: | a i Payload i i Servtertexfpf)_eriencing
- ! i . : ursty traffic
_.lm I o @ | ' i
I A
I |

DPDK & mTCP based stack
Efficient packet processing



PostMan: are helpers efficient?
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PostMan: are helpers fault-tolerant and scalable?
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PostMan vs. Data migration: rapid and efficient
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Thank yout!
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