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This is what we 
call a raid



“Raids” are an emerging problem



“Raids” are an emerging problem

We see attacks like these 
happening 2-5 times a day



How can computer security people help?



What are we going to see today?



What is 4chan?
• An image board

• Conversations grouped into threads

• Fixed number of threads alive at a given time

• New replies bump a thread to the top of the 
page

• Anonymous

• Ephemeral (median thread lifetime: 47 min)

Over a period of 3.5 years, we collected 134M posts

Paper + dataset (ICWSM 2020)

https://arxiv.org/pdf/2001.07487.pdf


Threat model
Call for attack
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Coordination Delivery Harm



Raids against YouTube videos
YouTube is the domain most often linked on the 
Politically Incorrect board (93k over 3 months)

Anecdotally, we know of many raids directed from 
the board towards YouTube

Paper (ICWSM 2017)

https://seclab.bu.edu/people/gianluca/papers/4chan-ICWSM2017.pdf


Raids against YouTube videos
YouTube is the domain most often linked on the 
Politically Incorrect board (93k in our dataset)

Anecdotally, we know of many raids directed from 
the board towards YouTube

Paper (ICWSM 2017)

https://seclab.bu.edu/people/gianluca/papers/4chan-ICWSM2017.pdf


Identifying raided videos on YouTube

Videos showing a high degree of synchronization with 4chan threads tend 
to attract comments that contain more hate speech



What to do about raids?

Our measurement allowed us to collect a ground truth dataset of raided videos

Can we predict which videos will get raided and help moderators?

Our approach can determine the likelihood that a YouTube video will be raided 
at upload time with AUC 0.94, allowing for proactive moderation.

Paper (CSCW 2019)

https://seclab.bu.edu/people/gianluca/papers/youtube-CSCW2019.pdf


Our entire lives have moved online



The latest threat - zoombombing
Paper (Oakland 2021)

Call for attack

Organization

thread

Coordination Delivery Harm

https://arxiv.org/pdf/2009.03822.pdf


Measuring zoombombing

Service 
selection

Post 
extraction

Post 
labeling

Analysis

10 meeting services
• Zoom
• Meet
• Hangouts
• Webex
• Teams
• …

• 434 threads on 4chan
• 3,500 tweets

218 calls for zoombombing



Main findings

74% calls for zoombombing
target online classes



Main findings

74% calls for zoombombing
target online classes

70% are called by insiders



Main findings

74% calls for zoombombing
target online classes

70% are called by insiders 93% target meetings 
happening in real time



We need to rethink our defense mechanisms

• Passwords don’t help
• Waiting rooms don’t help

Only two services allow one-time unique
links for each participant



Does deplatforming work?

People can move to alternative an unmoderated communities
• Will they become more toxic?
• Will they get radicalized?
• Will they come back under false identities?

Paper (WIP)

https://arxiv.org/pdf/2010.10397.pdf


Conclusion

Looking at cross-platform activity can help identify raids early

Defense mechanisms need to be developed against insiders

More research on deplatforming is needed
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