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How [Ir]relevant is the Network?

Making Sense of Performance in Data Analytics Frameworks
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Network optimizations can only reduce job
completion time by a median of at most 2%. The
network is not a bottleneck because much less data is
sent over the network than 1s transferred to and from
disk. As a result, network I/O is mostly irrelevant to
overall performance, even on 1Gbps networks.
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€ Network 10 is very relevant - up to 64%
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Spark TeraSort: The Shuffle Stor;%

distributed sorting
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Spark TeraSort: The Shuffle Story
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Spark TeraSort: The Shuffle Story
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How Important is the Network?
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Network gains are shadowed by the CPU
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What Exactly is the CPU Doing?
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What Exactly is the CPU Doing?
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2 Overheads are spread across the entire stack
- serialization, abstration, execution model etc.
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The Balancing Act: CPU vs Network
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The Balancing Act: CPU vs Network

l.
Balance out the CPU
with the network time

Sorting : O(nlog(n))
Network: O(n)

use smaller 'n'
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The Balancing Act: CPU vs Network
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The Balancing Act: CPU vs Network
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The Balancing Act: CPU vs Network
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€) Classical techniques are ineffective
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Conclusion

ﬂ Faster networks (IO) are very relevant

- as long as you have CPU cycles
- differentiate between user vs framework CPU usage
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Conclusion

6 Faster networks (IO) are very relevant

- as long as you have CPU cycles
- differentiate between user vs framework CPU usage

g Framework's CPU usage is bad

- CPU-network imbalance : sorting, serialization, volcano
execution model, etc.

- scalability (serial vs parallel components)
- ineffective classical balancing techniques
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6 Faster networks

Conclusion

(10) are very relevant

- as long as you have CPU cycles
- differentiate between user vs framework CPU usage

g Framework's CPU usage is bad

— CPU-network im
execution mode

- scalability (seria

balance : sorting, serialization, volcano
, etc.
;

| vs parallel components)

- ineffective classical balancing techniques

=) Knowing today's

usec-era lO and CPU hardware, how

would you re-design modern data processing framework?
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