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Why do we care?
Flash is on the way out, isn’t it?
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Why Math?

Because we don’t understand what’s going  
on in the middle of our systems

simulations



Definitions
• Physical storage: T erase units, Np pages each 

• U·Np (U < T) logical pages, independently mapped  

• Uniform random 1-page writes over LBA space 

• Over-provisioning  

• Spare factor  

• Single channel
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A bit of math…
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• Robinson ’96"
• Menon & Stockmeyer ’98"
• Xiang & Kurkoski ’12"
• Desnoyers ‘12
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What about Greedy?

Valid page statistics (Np=64, Sf=0.09)
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What about Greedy?

50 51 52 53 54 55 56 57 58 59 60 61 62 63 64
0

0.02

0.04

0.06

0.08

0.1

Valid page statistics (Np=64, Sf=0.09)

Greedy



Per-block Markov

6463626153

State label = # valid pages

cleaning
rate      # valid pages

• Bux & Iliadis ‘10"
• Desnoyers ‘12



Greedy vs. LRU



Hot/Cold data
• Rosenblum’s	  model: 
fraction	  r	  of	  writes	  to	  f	  of	  LBA	  space	  

• E.g.	  90%	  of	  writes	  to	  10%	  of	  LBAs
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LRU Cleaning
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• solve numerically • Menon & Stockmeyer ’98"
• Desnoyers ‘12



LRU hot/cold performance



Hot/Cold Separation

oracle
Host writes same threshold



Split cleaning thresholds

oracle
Host writes cleaning thresholds

r=0.9 f=0.1



Mean field methods

• Van Houdt 2013



Mean Field Analysis
Requirements for mean-field analysis: 

1. probability of selection pj(m) depends only on: 
• number of valid pages j in erase unit 
• distribution {mi} of valid pages across erase 

units 
• e.g. greedy - j0 = min j s.t. mj > 0  

                     pj = 1/mj : j = j0  
                     0     : otherwise 

2. pj(m) is smooth in m   (e.g. not greedy)
• SIGMETRICS 2013
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d-CHOICES Cleaning
• d-CHOICES: 

• Randomly select d erase units {b1…bd} 
• Choose bi with minimal valid pages

40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64
0

0.02

0.04

0.06

0.08

0.1

d=20, Np=64, Sf=0.09



Mean field solution
• Define drift f as change in global state MN(t) over a 

single cleaning cycle. 

• Let µ(t) be defined by ODE: 

• as t  ⃗ ∞, 

• and converges if the ODE has a fixed point that is a 
global attractor. 



Solve numerically…
16 Benny Van Houdt
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Figure 3 For b = 3 and d = 4 there is a unique global attractor in � for ⇢ = 0.75.

d Sf ODE (18) simul. (95% conf.)
2 0.07 9.6354 9.6355 ±0.0016
4 0.07 7.7182 7.7181 ±0.0007
8 0.07 7.0044 7.0044 ±0.0004
2 0.14 4.9645 4.9651 ±0.0011
4 0.14 4.0672 4.0673 ±0.0008
8 0.14 3.7366 3.7366 ±0.0005
2 0.21 3.3732 3.3730 ±0.0006
4 0.21 2.8024 2.8026 ±0.0004
8 0.21 2.5936 2.5935 ±0.0002

Table 1 Comparison of ODE-based results and simulation experiments for a system with
N = 50, 000 blocks and b = 64 pages per block.

second. Tables 1 and 2 show a perfect agreement between the simulation results
and the ODE-based prediction for a system consisting of N = 50, 000 blocks2

containing b = 64 and b = 16 pages, respectively. Depending on whether the
page size is 4 or 8 Kilobyte, this results in a 12.8 or 25.6 Gigabyte system
for b = 64. The simulation results in Tables 1 and 2 were based on 10 (for
S
f

= 0.21 and 0.14) and 50 (for S
f

= 0.07) runs each with a length of 3tN ,
where t is the smallest multiple of h such that ||w(t + h) � w(t)||1 < 10�13.
Initially the b⇢N valid pages were distributed randomly over the Nb available
pages and the length of the warm-up period was tN . As indicated in Tables
1 and 2 in each of the experiments the width of the 95% confidence intervals
was smaller than 0.1%.

Remark The set of ODEs given by (18) has a simple intuitive explanation. As
1 � w

i

(t)d is the probability that the GC algorithm selects a block with less
than i valid pages, it represents the rate at which blocks with i or more pages
are created. Similarly, the rate at which blocks with i pages disappear is equal
to i(w

i

(t) � w
i+1(t))/b⇢, the probability that one of the write operations in

step S3 involves a block with exactly i valid pages, times b�
P

b

j=1 wj

(t)d, the
mean number of writes between two executions of the GC algorithm.

2 Similar results were obtained for a system consisting of N = 5, 000 blocks.



Extensions

• Greedy (limit as d →∞) 

"

• hot/cold data and single write frontier 

• hot/cold data and dual write frontier (i.e. with 
separation)

• IFIP Performance 2013

• SIGMETRICS 2013



d-CHOICES for Hot/Cold



More on locality
• What does hot / cold data mean? 

• Expected time to over-write 

• Can it be predicted? 

• Overwrite vs. create/delete 

• What about spatial locality?



Looking at the data

Synthetic



Looking at the data

Hot data is really hot

src2_0

Real



Predicting lifetime

Synthetic

IA distance n IA distance n+1

r=0.9 f=0.1



Predicting lifetime

src2_0

Real

IA distance n IA distance n+1



Models ≠ data



What have we learned?
• How FTLs perform for synthetic data 

• What hot/cold data means 
• expected time until re-write 

• How Greedy helps random data (vs. LRU) 
• ½ page per cleaning, ½ page/block free space 

• For best performance, clean hot blocks at lower 
utilization than cold ones. (but how much lower?)



What don’t we know?
• Other models of hot/cold data 

• mutate vs. create/delete 

• Spatial locality 
• no model 
• no metric 

• Log-on-Log? 

• Is there an optimal FTL?


