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Who are we?

TubeMogul

Enterprise software company for digital branding

Over 27 Billions Ads served in 2014

Over 30 Billions Ad Auctions per day

Bid processed in less than 50 ms

Bid served in less than 80 ms (include network round trip)
5 PB of monthly video traffic served
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Who are we?

Operations Engineering

e Ensure the smooth day to day operation of the platform
infrastructure

e Provide a cost effective and cutting edge infrastructure

e Team composed of SREs, SEs and DBAs

e Managing over 2,500 servers (virtual and physical)

£ TubeMogul



Our Infrastructure

Multiple locations with a mix of Public Cloud and On Premises

®  public Cloud ® 0n Premises
°TubeMoguI ©2015 TubeMogul Inc. All rights reserved




Technology Hoarders

Java (a lot!)

MySQL

Couchbase

Vertica

Kafka

Storm

Zookeeper, Exhibitor
Hadoop, HBase, Hive
Terracotta

ElasticSearch, Logstash, Kibana

Varnish

PHP, Python, Ruby, Go...
Apache httpd

Nagios

Ganglia

£ TubeMogul

Graphite
Memcached
Puppet

HAproxy
OpenStack

Git and Gerrit
Gor

ActiveMQ
OpenLDAP
Redis

Blackbox
Jenkins, Sonar
Tomcat

Jetty (embedded)
AWS DynamoDB, EC2, S3...
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High Level Technical Overview

b TubeMogul

Eyeball 525 SSP Eyeball e Eyeball S2S DMP
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Technical Challenges

- High Traffic Volume - High Spikes / Hard to auto-scale - High Spikes / Hard to auto-scale
- Small Packets - Vuln to Third Party Latency - Medium Latency (<150ms)
- Low Latency (<BOms) - Medium Latency (<150ms} - ——
Eyeball S25 SSP Eyeball T Eyeball 25 DMP
Fast bidding decision Safe, Fast Ul Must serve Must collect Must collect
s Console / Pixels User Cookie and Segment
Ploding Layex Website i Sanem Collections Collection
< /:i
\\‘
Low Latencyflal;;er Database Real-Time "Loop" for ik Machine Learning,
) Campaign Management, ; Optimization, Targeting,
User Targeting and Frequency RT Spendings, etc. Aggregation Segment Building
Capping
- Large Dataget (>20bil items) - Fast Processing (<5min) TQ[]TB Dataset - - 100TH Logs
- Low Latency (<10ms)} - Cache change management - Complex aggregation - Large M/A Jobs
- Procesﬁing SLA =<15min - Advanced Algﬁrnhmﬁ
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How do we manage all this?

e Tight day to day operations
e Configuration Management and Automation
e Change Management with Peer Review and CI

e Measure and Monitor a lot

£ TubeMogul



OnCall Team Process

&> TubeMoguil

ococcooooo; ; [H

[T —

......

Issues - Agl

Ops Kanban Board (Services Requests and On-Call)

UICKFILTERS: DB Rolated  Unassigned  Only My lssues

wwwwwwwww

0
o
googoese

o2 vsspe

0@9@°OGB§

Ukraine Team  Recently Updat

Il Request based on
= [Dashboards, Monitoring,
...... = —= Paging or Engineers.

Ticket categorized in two swimlanes:

e Production Support
o High Priority: Top to Bottom
_ o On-call 24/7 (follow the sun)
e o Incident are handled 1st
o o Maintenance are handled 2nd

: — ; e Developer Support

o |oe - o Best Effort: Top to Bottom
gome " o Long effort request moved to
e Infrastructure pipeline

©2015 TubeMogul Inc. All rights reserved.



Alerting

e Large Nagios installation
e Introducing Sensu for scalability and as an easy Monitoring API for Developers
e Centralized OnCall Dashboard

Using Google Calendar...

Mon 827 Tue Bi28
7 | o cail Tier 1: oA
On Cadl Tier 2; Adamii D

GMT-0n
12am

1am
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Wed 829

Thu 8/30

Fri 831

Saran

Nagios Summary @) = Notification Summary @)

Contact group:
Contact list is empty.

Nagios

DEV-mm

==

US-EAST-1A[]
AP-SOUTHEAST-1A [J
US-EAST-1B

LINODE [§
US-WEST-1AJ
US-EAST-1B [§

s US-EAST-1B [}

EU-WEST-1A[]

Workflows Summary @@  Who Is On-Call EC2 Usage @  Pixel Monitoring (@)

Critical

8000°0600]
06000000}

Last Update

Wed 02 Oct 21:36:23
Wed 02 Oct 21:36:23
Wed 02 Oct 21:36:02
Wed 02 Oct 21:36:09
Wed 02 Oct 21:36:16
Wed 02 Oct 21:36:19
Wed 02 Oct 21:36:07
Wed 02 Oct 21:36:19

On-Call Dashboard 1.2.1 © 2013 TubeMogul, Inc
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Which Cloud Provider? Private or Public?

e TL;DR doesn't matter as long as you keep the flexibility for your dev team

e We leverage AWS for many different workload and scenarios
o Using EC2, DynamoDB, SQS, SES, SNS, RDS, SWF, etc.
o Workload varies from ephemeral computes to always on

e \We moved part of our low latency dependent workload out of AWS to our On
Premises Cloud
o Data Center proximity to key partners
o Performance Investigation and Tuning
o Network Visibility
o Business Accountability

£ TubeMogul



CloudMogul with OpenStack

._ - )

P s > e > wws > was
First Dev Environment First Prod Environment First Production Switch Full Production
Release: Grizzly Release: Havana Release: Icehouse Release: Icehouse
MNodes: 12 Nodes: 40 Nodes: 144
Cores: 240 Cores: 1136 Cores: 4464
RAM: 1 TB RAM: B8 TB RAM: 22 TB
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Challenge of Low Latency Globally

e (Geo based DNS isn't based on network performance
e Proximity to user is key
o Reduce Latency of standard TCP Handshake
o Reduce Latency of SSL Handshake
e Mobile Networks...
e Require a global footprint
e Large footprint means unlikely to benefit from TLS session resumption

How to ensure pixel delivery at 50ms globally on the 50th
percentile while keeping a small server footprint?

£ TubeMogul



Leverage CDN for Fast Pixel Collection at the Edge

Standard pixel

Browser HTTP call conv.tubemogul.com ->
AWS US East:

Stats LB HTTP ->

Stats Event HTTP ->

Push to Kafka

Fast pixel

Browser HTTP call convf.tubemogul.com ->

browser f———p» stats-lb

stats-event

kafka

Fastly CON: Edge generate cookie or reuse cockie and return blank pixel to browser ->
Async syslog call (contain base64 string of HTTP request with headers) from Fastly to AWS US East:

Stats LB Syslog ->

Stats Event Syslog -»
Reuse Stats Event HTTP Handler ->

Push to Kafka, etc.

+ Fastly also push all logs to S3 with data as we send via syslog. The s3 bucket can be used for troubleshooting.

« Fast.ly behavior is configured via a VLC that can be found in Gerrit.

browser

£ TubeMogul

fastly edges

___EES}’_I’E/__' fastly s3

fastly syslog

stats-lb

stats-ewvent

fastly

i kafka
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Further Improvement

e Leverage CDN capabilities even further

o First layer of protection against DDoS

o Fast.ly VCL is very powerful
e Evaluate routing solution based on RUM (Cedexis)
e Evaluate smarter DNS routing (NS1)

£ TubeMogul



Load Balancing with HAproxy

Round Robin DNS is great
o Until your DNS entries are too large and client start using DNS thru TCP
In US West, we went from 31 EC2 instances (c3.2xlarge) to two SuperMicro
servers
o 32 Cores E5-2667 v3 @ 3.20GHz and 128 GB RAM
o Use baremetal and leveraging VLAN to access OpenStack Tenant
Managing SSL session is the most consuming in our workload (CPU and RAM)
o A TLS connection can use up to 64Kb RAM
CPU Pinning for network interrupts (4 Core), HAproxy (28 Core)
o Disable irgbalance
o Various sysctl config tuning (TCP, VM)
One frontend for HTTP and HTTPS
Crossdomain.xml files are served directly by HAproxy (no call to backend)
All logs sent directly in json to ELK
Home made process (HAvVOC) to generate config and scaling of backend

£ TubeMogul



Graphing and Logging As A Service

e Ganglia/ Graphite / Grafana / ELK
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Network Visibility: Catchpoint

Test: [ i

Script 1 // Step -1
2  open("http:// “fcrossdomain.xml"™)
3 setStepName("1-I crossdomain.xml")

4 assertHttpResponseCode("288")

6 [f Step - 2

7 open{"https://oein ca—— e cEe— - e
8 setStepName("2-RTB bid request")

9  assertHttpResponseCode("28@")

/f Step - 3

open("https://. = = S S =
setStepName("3-AS wrapper request”)
assertHttpResponseCode("288")

// Step - 4

apen("https://e—— — —— i ]
setStepName("4-CDN swf")

assertHttpResponseCode("288")

// Step - 5

open("http:/ /@ i E-rossdomain. xml")
setStepName("5-A5 crossdomain.xml®)
assertHttpResponseCode("28@")

// Step - B

open{"https://= — R =
setStepName("6-ad server placement.js")

29  assertHttpResponseCode("288")

&> TubeMoguil

Webpage Response (ms):

3.100

2756

2411 7

2067 - »

1.722

1,378 -

1.032 -

689

— 75 Percentile (404.00)

— Median {182.50)

v

[110577] - I

[49] - San Jose, CA - AWS

‘Webpage Response (ms)
3,003
# Test Failures 1
Response {ms) 3,083
DNS (ms) 6
Connect (ms) a4
Wait (ms) 3010

344

[50014] - Server responded with a 40X or 50X

response code.

ER]waterfall Y Alerts

s s Monitor from multiple location

globally, complex test, trace routes,

alerts, etc.
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Network Visibility: Dyn Internet Intelligence

Vote: Day boundaries are midnight UTC.

Today 11/12 (as of
11/9 11410 Yesterday 11/11 6:08UTC)
TubeMogul & Cloud Report Details: AWS Singapore Zone A
TubeMaogul
Current Status:  AVAILABILITY @  PERFORMANCE @ MARKET REACHABILITY ()
all clear unacknowledged alers .. .nt Status
Availability
Top Watchlist Issues ©
Performance

Recent increases in latency from vantage point collectors to market cities are displayed _

Market Reachability

ms % 11/11 11110 Tdays Vantage Point Market Ci : : : 5 :
po 6:00 8:00 9:00 10:00 11:00
:&%ﬁ 3 1 ——/ SandJose 3 ﬁaﬁ“% Alerts

Alert Type Start Time End Time From
Performance (latency) Nov 11th, 1:51 PM Nov 11th, 7:47 PM Digital Ocean London
Performance (latency) Nov 11th, 1:51 PM Nov 11th, 7:47 PM Digital Ocean London

Al e rtS O n bg p ro u te C h a n g eS , p refi X Performance (latency) Nov 11th, 1:51 PM Nov 11th, 7:17 PM Digital Ocean Amsterdam 2
Performance (latency) Nov 11th, 1:52 PM Nov 11th, 7:47 PM Rackspace London

Cha nges ; |atenCy Va riation , i nte rn et Performance (latency) Nov 11th, 1:52 PM Nov 11th, 7:47 PM Rackspace London
Performance (latency) Nov 11th, 6:00 PM Nov 11th, 6:46 PM Digital Ocean Amsterdam 2

d i S ru pti O n S , etC . Performance (latency) Nov 11th, 7:19 PM Nov 11th, 8:32 PM Digital Ocean Amsterdam 2
Performance (latency) Nov 11th, 7:19 PM Nov 11th, 8:06 PM Digital Ocean Amsterdam 2
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Five Years Of Puppet!

2008 - 2010: Use SVN, Bash scripts and custom templates.

2010: Managing about 250 instances. Start looking at Puppet.

2011: Puppet 0.25 then 2.7 by EOY on 400 servers with 2 contributors.
2012: 800 servers managed by Puppet. 4 contributors.

2013: 1,000 servers managed by Puppet. 6 contributors.

2014: 1,500 servers managed by Puppet. Introduced Continuous Delivery
Workflow. 9 contributors. Start 3.7 migration.

2015: 2,000 servers managed by Puppet. 13 contributors.

£ TubeMogul



Puppet Stats

2000 nodes
225 unique nodes definition
1 puppetmaster

112 Puppet modules

l> TubeMogul

east-la.mgmtOl.puppet-master03.passenger_memory_usage.s
10.00

17:20 17:40 18:00 18:20

ast-la.mgmtOl.puppet-master03.cpu_idle.sum

ast-1a.mgmtOl.puppet-master03.cpu_user.sum

e 530 2500 o5 50 3500 ast-la.mgmtOl.puppet-master03.cpu_system.sum
‘ g g east-1a.mgmtOl. puppet-master03.cpu_wio.sum

us-east-la.mgmtOl.puppet-master03.passenger_memory_usage.sum

1500.0 K.

ast-la.mgmtOl.puppet-master03.pup_avg_compilation_catalog.
2.60

1250.0 K
1000.0 K
750.0 K
500.0 K
250.0K

]
17:20 17:40 18:00 18:20
17:20 17:40 18:00 18:20 18:40 19:00 ut.sum

us-east-la.mgmtOl. puppet-master03.pup_avg_compilation_catalog.sum ANESU




Where and how do we use Puppet ?

e \Virtual and Physical Servers Configuration : Master mode

e Building AWS AMI with Packer : Master mode

e Local development environment with Vagrant : Master mode

e OpenStack deployment : Masterless mode

£ TubeMogul



Infrastructure As Code: Code Review?

ITHAS 215
CHANGES!

Can you code review /-
: this for -

b TubeMogul ©2015 TubeMogul Inc. All rights reserved.



A Powerful Gerrit Integration

e Gerrit, an industry standard : Eclipse, Google, Chromium, OpenStack,
WikiMedia, LibreOffice, Spotify, GlusterFS, etc...

Fine Grained Permissions Rules

Plugged to LDAP

Code Review per commit

Stream Events

Use GitBlit

Integrated with Jenkins and Jira

Managing about 600 Git repositories

recent activity last 28 days /9,731 commits by 91 authors

daily activi v  «ctivereposito s~ active authors svojenkins

AnAR,

AL L AL LIS e

£ TubeMogul



Continuous Delivery with Jenkins

1 job per module
1 job for the manifests and hiera data
1 job for the Puppet fileserver

"
1 O b to d e I O AllJobs  Development Builds ~ Development Deployments  Global Build Dashboard PTV jobs Playtime Website ~ Puppet  Python Jobs
RTB Releases
Release Builds Release Deployments Your Recent Jobs +
Statistics Zc3| Latest builds b
Job health Description Number of jobs Job Build Time
No recent builds failed 202 @ ' puppet-r10k-deploy-production @#3131  Apr 14,2015 2:53:14 AM
% 20-40% of recent builds failed 9 & ' puppet-deploy-production Q#9710 Apr 14,2015 2:53:14 AM
[ 40-60% of recent builds failed 2 & ' puppet-manifests-commit-release Q#5263 Apr 14, 2015 2:53:09 AM
- AN ANN E s o omr b e 2 @ . puppet-manifests-commit-review Q#2972 Apr 14, 2015 2:52:59 AM
. 3 @ . puppet-manifests-commit-review @#2971 Apr 14, 2015 2:48:49 AM
Global Jenkins stats for the past year g O Gt ettt | @G ot TS5 AN
263 [+ 3 t-manifests-commit-review @#2969 Apr 14, 2015 2:45:29 AM
& ' puppet-r10k-deploy-production Q#3130 Apr 14,2015 2:31:39 AM
. y u p pet e p Oy e nt & ' puppet-deploy-production Q#9709 Apr 14,2015 2:31:39 AM
& ' puppet-manifests-commit-release P#5262 Apr 14, 2015 2:31:34 AM
e Over 8,500 Production App Deployment
’ -t y =)
S W Name | Last Success Last Failure Last Duration
< uppet-deploy-production 27 min - #9710 10 hr - #9700 27 sec (%))
Q -, buppet-fileservers-commit-release 4 days 16 hr - #56 7 days 11 hr - #54 0.46 sec @
0 uppet-manifests-commit-release 27 min - #5263 7 days 11 hr - #5146 2 sec (%))

£ TubeMogul
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Jenkins job DSL : code your Jenkins jobs

Plugin : github.com/jenkinsci/job-dsl-plugin

e Automate the jobs creation

e Ensure a standard across all the jobs

e Versioned the configuration

e Apply changes to all your jobs without pain

e Test your configuration changes

£ TubeMogul


https://github.com/jenkinsci/job-dsl-plugin

Team Awareness: HipChat Integration with Hubot

£ TubeMogul

: 8 8 New chat

ROOMS
) TubeMogul

) DBA Support
€) OPS On-Call
) INF Project

L}

0000000

PEOPLE

o o o e

2

o]

Puppet
v Puppet ! Doc : hiip://goo.glf.

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

Regis Bot

puppet-deploy-production #3685 A.
/9685/ - upstream tm_nagios

puppet-r10k-deploy-production g
=N
/3100/ R10K]all]

puppet-r10k-deploy-preduction !
=%
/3101/ R10K]all]

puppet-manifests-commit-review #2964 2
A

commit-review/2864/ : INF-3328 | Gl i

puppet-r10k-deploy-production a m mww =
Y

production/3102/ R10K[none]

puppet-deploy-production #9686 2 =
-y
/9686/ - upstream manifests

puppet-manifests-commit-review #2965 (FAILURE)

manifests-commit-review/2965/ : INF-

o e

puppet-manifests-commit-review #2966 a
A

commit-review/2966/ : INF-3329 ol =

puppet-r10k-deploy-production & E
N
production/3103/ R10K[none]

puppet-deploy-production #9687 ’ E
=X
/9B87/ - upstream manifests

w=

+ with Jenkins nofifications. Thank you Regis !

= /job/puppet-deploy-production

»» job/puppet-r10k-deploy-production

wem Job/puppet-r10k-deploy-production

- smew/jOb/puppet-manifests-

=

-
3329 | ol il om

ssosssmn jOD/pUppet-ri0k-deploy-

s/job/puppet-deploy-production

= =N . job/puppet-

B O OEEE R O e

— I/job/puppet-manifests-

fjob/puppet-r10k-deploy-

pjob/puppet-deploy-production

Apr-11 2:46 AM
Apr-11 2:47 AM
Apr-11 2:48 AM

Apr-11 10:33 AM

Apr-11 10:33 AM

Apr-11

Apr-11 10:37 AM

Apr-11 10:38 AM

Apr-11 10:38 AM

Apr-11 10:39 AM
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Team Awareness: HipChat Integration with more bots!

o

£ TubeMogul

Serge

JIRA

Serge
Serge

Serge

CloudMogul
CloudMogul b . 3 = 5

=4

@serge reboot OPS-18567 rib-bidder11
@% "W W Checking ticket OPS-18567 for instance rtb-bidder11

% OPS-18567 : Cannot SSH into bidder10.tm-sjc Reported by e
Type: (1] Access Request - Engrg Priority: T Major Status: Open

@pmmeom | Searching for the uuid of rib-bidder11
@ = == =i Fetching the console of eef2ce1b-d173-4daa-b6e2-c09615780b77

@poome m Ticket is in status Open, console log added

5:52 PM

5:52 PM

5:52 PM

352 PM

5:52 PM

5:52 PM

©2015 TubeMogul Inc. All rights reserved.



The Workflow

(-1) Local playground [commiter] i [commiter, reviewer]
Vagrant / Docker /
(1) code update, new module, ... (3) review and acceptirefuse the code
HipChat

notification

vV &

(2) +1 verified

Gerrit
Jenkins
el |- puppel.git
+ + I-- modules/ R g st puppet parser validate
|- activema.qgit puppet lint
|- apache.git rspec puppet
- yaml lint

(4) Puppet Master update
git pull \
git submodule --update --recursive -—-init

Pupoet Master

(5) puppet agent (cron, every hour)

Physical servers

US-WEST EU-WEST AP-SOUTHEAST

b TubeMogul ©2015 TubeMogul Inc. All rights reserved.



OPS @ TubeMogul

All This Wouldn't Be Possible Without a Strong Team.

Thank You.

SRE SE Cloud Engineer
Aleksey Mykhailov Alan Barnes Mykola Mogylenko
Oleg Galitskiy Aleksander Stepanov Pierre Gohon
Brandon Rochon Matt Cupples Pierre Grandin

Stan Rudenko Yurii Rochniak
Julien Fabre Yurii Varvynets
Joseph Herlant Manasi Limbachiya

DBA

Alina Alexeeva

bTUbeMOgUI ©2015 TubeMogul Inc. All rights reserved



THANK YOU

www.tubemogul.com | s¥F@tubemogul

Nicolas Brousse @orieg



