


Traditional IR

User Behavior Knowledge models, 
Inverted index

Deep Learning and Vectorization
DL Based Vectors and ANN



 Distance between vectors represents semantic similarity 
 Better semantic representation, tolerant to out of vocabulary, spelling errors, connective words.

Raw Query: coffee and teasouth melbourne

Tri-letter d =100

Score: Max Cosine similarity 

Tri-letterd=100

Tri-letterd=100

Url: “www truelocal com au find coffee tea vic
melbourne city south melbourne”

Tri-letterd=100

Anchor: “coffee beans suppliers south melbourne”

Document

Query

Url

Title

Anchor

Title: “coffee tea suppliers in south melbourne
melbourne city vic”



Search among 
points in bucket

Hash query 
to this bucket

NNG

HNSW

KD-tree

Semantic word 1

Semantic word 2 Semantic word 3
TP-tree



(0.78, 0.8, 0.4, 0.3, 0.9,...)
(0.75, 0.6, 0.1, 0.7, 0.2,...)

… …

• Semantic similarity

Vector Representation
Nearest Neighbor Search 

in Semantic Space 

Q: {is it legal for 17 
year old to buy a gun}

Bag of Words Inverted Index Matching

gun

legal

…

OR

AND

buy

own

• BM25F

Ranking

Posting 1

Posting 2

Posting 3

Posting 4

…

buy

legal

…

Re-ranking



L1 Fidelity on full index Overall Tail

Keyword + Vector Search +3.24 +5.14



Query: coffee in Melbourne

Encode semantic 
representation100 dims vector

Top K Top K Top K Top K

Results Merge results

Local ANN 
search over 
each partition



QPS per replica Avg latency (ms) 50% latency (ms) 95% latency (ms)

Normal Traffic 1,200 5.341 4.764 8.004

Peak Traffic 1,800 6.177 5.159 9.293





BKT

Object function: 

Cluster chosen:

Balanced K-means Tree



https://github.com/Microsoft/SPTAG
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Query

100 dims vector

Top K Top K Top K Top K

Results
Aggregation cost

Expensive Broadcast



23%

100 dims vector

Top K Top K

Results

Query



Tree

v1 v3 v6 v7 …

v1 v2 v4 v7 …

v2 v4 v9 v10 …

v3 v5 v8 v12 …

Memory

SSD



 67% memory saving

Index Size Metadata Size In Memory In SSD

Memory Serving 32.3G 6.6G 32.3G -

SSD Serving 47.5G 6.6G 6.6G 40.9G

Average 99% Recall

Memory Serving 1.05ms 1.32ms 0.962
SSD Serving 3.07ms 5.90ms 0.929



https://github.com/Microsoft/SPTAG


