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Increasing Disk Drives

Storage systems composing of tens of thousands of
disks are increasingly common, and failure bursts

become a critical concern.

120 | Backblaze Internet Services —e— 107
HPC File Systems —— 91
< 90 | 79
o 60|
g 35 36
/ €
0

2009 2013 2014 2015 2016 2017 2018
Time (Year)



@ CHICAGO

Failure Bursts

“It’s possible for multiple “Disk failures are very
“A large fraction of disks in the same RAID to common due to the large

failures happens in
bursts”- Google, OSDI’' 10

fail simultaneously”-
RAIDShield, Fast’I5

number of inexpensive
disks.”- OI-RAID, TPDS’I8
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“We present a compromise
solution that use multi-level
redundancy coding to reduce
the probability of data loss
from multiple simultaneous
device failures.” -
MASCOTS 09

“large-scale correlated failures
such as cluster power outages, a
common type of data center
failure scenario, are handled
poorly by random replication”-
Copysets, ATC'13

“To protect customer data
against_catastrophic data
center failures, Microsoft
Azure Storage optionally
replicates data to a secondary
DCs hundreds of miles away”
- Giza, ATC'17




Empirical Failures
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GOugle:I 4372 disk failures within 24

J Large failure bursts hours (MarFS)
containing 10~300 d  Within a single enclosure 5
failures. drive failures in less than 5

days (Trinity)



“... would like to optimize for minimizing the
probability of incurring any data loss.”

- Stanford Researchers

Copysets: Reducing the Frequency of Data Loss in Cloud Storage [ATC’13]

Minimizing data loss probability in the presence of
failure bursts is important!



Erasure Codes

Each stripe is independently encoded and
distributed across disks.
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CHICAGO

Traditional RAID

[ Dedicated Spare Drive ]

rebuild " tolerance




Distributed Spare
Space

=0oW fault
tolerance



Stripeset Stripeset Stripeset Stripeset

Stripeset — a set of disks for placing a stripe



Probability of Data Loss (PDL)

Maximal PDL 100%
2 —
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( 4) 1820 Stripesets

The 3 failures will definitely be within a stripeset.
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Single-Overlap Stripesets

Each pair of two disks appears in a single stripeset.

[ Declustered data layout with minimal stripesets

i 01 02 03 04 03 06 12 13
(1 At most one overlap between any two stripesets ol 03 07 11 12

01 06 11 16 = 03 08 09 14
01 07 12 14 0405 11 14
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@ CHICAGO

Multiple Disk Failures

Each affected stripeset just 1023 04 | 0306 12 13

) ] 03 07 11 15
has two disk failures. 03 08 09 14
04 05 11 14
04 06 09 15
04 07 10 13
04 08 12 16
05 06 07 08
09 10 11 12

13 14 15 16
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SODP Evaluation

Probability of data loss under a burst of failures

within 24h.
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SODP Algorithm

0 Column-based stripesets
2 Row-column stripesets
2 Row-based stripesets



SODP Algorithm
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SODP Algorithm

Column-based stripesets

(d  Since the number of rows is equal to the size of one stripeset, then each column
consists of a stripeset.

H#Rows = 4
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SODP Algorithm

Row-column stripesets

(d  Choose disks from different rows and different columns (e.g., diagonal disks)

Single Overlap Stripesets

01 0509 13 03 07 11 15
01 06 11 16
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SODP Algorithm

Column-relative position array for stripeset by
using disks from different rows and columns.

rowld columnld
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position array



SODP Algorithm

Permutation shuffle by swapping any pair of two
positions to generate 4 non-overlapped arrays.
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non-overlap

Single Overlap Stripesets

01 0509 13 03 07 11 15
01 06 11 16 09 14 03 08

02 06 10 14 04 08 12 16
05 02 15 12 13 10 07 04



SODP Algorithm

Fix one position and rotate other posmons in arrays.
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SODP Algorithm

Swap permutation and rotation work for all?
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SODP Algorithm

Rotate distance represents the distance between

positions in the circle. I T
abcde fg /' 2 \ /’ 1 \
(23 4567] 7 :
~7 T 3 swaps with 6 3¢ |

[2:1 6 X X 3 X] 6 4 swaps with 7 3¢ X




SODP Algorithm

How to avoid multiple overlaps with other position

arrays? (Evasnss et

abcde fg [ 316 1 54 2:7.]

(123456 7]|(s452170] Q[2143765]
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Swap 3 and 4 — no swap for 5 and 6, 6 and 7/, ...
Swap 3 and 5 — no swap for 4 and 6...

Constraint |I: Distinct rotate distances in the second position

array. = avoid multiple overlaps with the other position arrays



SODP Algorithm

abcde fg
[1234567]

TN 7N
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SODP Algorithm

Row-based stripesets

d  Each row consists of 4 disks, which is exactly one stripeset

d Single Overlap Stripesets

01 0509 13 03 07 11 15

\ 01 02 03 04 09 10 11 12

01 06 11 16 09 14 03 08

01 10 15 08 09 02 07 16
— 01 14 07 12 09 06 15 04
02 06 10 14 04 08 12 16
05 02 15 12 13 10 07 04
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A  If each row consists more than 4 disks, it will lead to single overlap with some
disks but zero-overlap with other disks, please follow our next talk FODP.



SODP Algorithm

0 Column-based stripesets

2 Row-column stripesets
= Permutation shuffle with swaps and rotation
= Constraint | to single overlap with diagonal array
= Constraint Il to single overlap with derived arrays

2 Row-based stripesets



SODP Conclusion

“Why should we address failure bursts?”

Storage systems scaling out!
Failures bursts are commmon!

1 Highlight overlooked fault tolerance of declustered
parity and guarantee the identical rebuild.
J Fractional Overlap Declustered Parity (FODP) next!



Thank you!
Questions?
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