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Message from the General Chair

Welcome to the 2016 Workshop on Learning from Authoritative Security Experiment Results.

Each year, LASER focuses on an aspect of experimentation in cyber security. The 2016 workshop focus was on
cyber security experimentation methods and results that demonstrate approaches to increasing the repeatability and
archiving of experiments, methods, results, and data.

The event was structured as a workshop with invited talks and a variety of guided group discussions in order to best
meet the overall workshop goals.

LASER 2016 sought research papers exemplifying the practice of science in cyber security, whether the results
were positive or negative. Papers documenting experiments with a well-reasoned hypothesis, a rigorous experi-
mental methodology for testing that hypothesis, and results that proved, disproved, or failed to prove the hypothesis
were sought.

This year, many of the papers and talks for the 2016 LASER Workshop included aspects of human-technology
research, user studies, and usability. This theme was highlighted in the keynote talk, “Understanding the Cognitive
Science of Cyber Security,” by Nancy Cooke from Arizona State University.

We received 13 submissions, which were each reviewed by at least 3 members of the Program Committee. The
Program Committee accepted 6 full papers, which they believed embodied the workshop spirit and focus of
LASER 2016.

This year, the LASER Workshop was held as one of the IEEE Security and Privacy Workshops in conjunction with
the IEEE Symposium on Security and Privacy.

LASER recognizes that the future of cybersecurity lies with the next generation of researchers. As such, LASER
sponsors students who are working to become researchers to attend and participate in the workshop. In 2016, three
students received full sponsorship.

On behalf of LASER 2016, I wish to thank the many people who made this workshop possible:

e Our program chairs, who worked diligently to put together a strong technical program that would benefit
the community.

e The authors who submitted papers to this workshop.

e The members of the Program Committee, who carefully reviewed the submissions and participated in paper
discussions.

e Our organizing committee, who provided guidance and donated their time to handle publicity, logistics, publi-
cations, and finances.

¢ The National Science Foundation, the IEEE Technical Committee, and our other sponsors, who provided the
funding and facilities necessary to make the workshop a reality.

e The attendees, without whom there would be no workshop at all.
We look forward to meeting everyone at LASER 2017!

Terry Benzel, USC Information Sciences Institute
LASER 2016 General Chair
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Kharon dataset: Android malware under a microscope

N. Kiss
EPI CIDRE
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INSA Centre Val de Loire
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Abstract

Background — This study is related to the understand-
ing of Android malware that now populate smartphone’s
markets. Aim — Our main objective is to help other
malware researchers to better understand how malware
works. Additionally, we aim at supporting the repro-
ducibility of experiments analyzing malware samples:
such a collection should improve the comparison of new
detection or analysis methods. Methodology — In order
to achieve these goals, we describe here an Android mal-
ware collection called Kharon. This collection gives as
much as possible a representation of the diversity of mal-
ware types. With such a dataset, we manually dissected
each malware by reversing their code. We run them in
a controlled and monitored real smartphone in order to
extract their precise behavior. We also summarized their
behavior using a graph representations of the informa-
tion flows induced by an execution. With such a process,
we obtained a precise knowledge of their malicious code
and actions. Results and conclusions — Researchers can
figure out the engineering efforts of malware developers
and understand their programming patterns. Another im-
portant result of this study is that most of malware now
include triggering techniques that delay and hide their
malicious activities. We also think that this collection
can initiate a reference test set for future research works.

1 Introduction

Android malware have become a very active research
subject in the last years. Inevitably, all new proposi-
tions of detection, analysis, classification or remediation
of malware must deal with their own evaluation. This
evaluation will rely on a set of "malicious indicators" that
have to be detected/analyzed/classified as bad and a set
of "legitimate indicators" that have to be ignored by the
evaluation method. Designing a set of "good things" ap-
pears simple but on the contrary, for precise evaluation,

the set of "bad things" should be perfectly understood.
We claim here that rigorous experiments have to rely on
malware samples totally reversed.

Building an understandable dataset to be used for dy-
namic analysis is a difficult challenge. Indeed, an au-
tomatic methodology for reverse engineering a malware
does not exist. First, no mature reverse engineering tool
has been developed for Android that would be compara-
ble to the ones used for x86 malware. Second, each mal-
ware is different and finding automatically the malicious
code by statically analyzing the bytecode is a very diffi-
cult task because this code is mixed up with benign code.
It requires a human expertise to extract relevant parts of
the code. Finally, most advanced malware now include
countermeasures to avoid to trigger their malicious be-
havior at first run and in emulated environments. Thus,
an additional expertise is required to understand the spe-
cial events and conditions the malware is awaiting.

Thus, building an understandable malware dataset re-
quires a huge amount of work. We made this effort for
evaluating our previous works [1] and we propose here
to make our training dataset well documented in order to
initiate the construction of a reference dataset of Android
malware. Our goal is to build a well documented set of
malware that researchers can use to conduct reproducible
experiments. This dataset tries to represent most of the
possible know types of malware that can be found. When
choosing a malware for representing a type, we excluded
the malware that are too obfuscated or encrypted to be
reversed engineered in a reasonable time.

The contributions of the paper are:

1. A precise description of the internals of 7 malware
samples i.e. how each malware attacks the oper-
ating system, how it interacts with external servers
and the effects from the user perspective;

2. A graphical view of the induced information flows
when the malware is successfully executed;
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3. Instructions on how to trigger the malware in or-
der to make reproducible the attacks operated by
each malware of the dataset. These instructions are
essential for conducting experimental evaluation of
methodologies that analyze dynamic events.

In the following, we give an overview of existing An-
droid malware datasets and present online services ded-
icated to malware analysis. In Section 3, we put seven
malware under a microscope and give a precise descrip-
tion of each of them. Section 4 concludes this article.

2 Related works

2.1 Android security basics

Android security relies on standard Unix and Java secu-
rity paradigms that are the base of standard Linux distri-
butions. Android processes are isolated from each oth-
ers using different Unix process ids but applications can
still communicate between each other, by using so called
Intents that transport exchanged information. Applica-
tion are executed by a virtual machine or compiled by a
Ahead-of-time compiler. Both mechanisms include run-
time checks for implementing security and the most im-
portant security checks are guaranteed by the Linux ker-
nel itself. For example, the access to the network is pro-
vided using a dedicated inet group.

A special file, called the Manifest, declares the soft-
ware components that are the possible entry points for
the application. The most important components can
be: an Activity i.e. a set of graphical components for
composing a screen of an application; a Service that can
be run in or outside the main process of the applica-
tion and has no graphical representation; a Broadcas-
tReceiver that executes the declared callback when the
application receives information. For starting or making
these components communicate, Intents are Java Objects
that provide facilities to transport data. Some pre-defined
Intents encode some system events. For instance, the In-
tent BOOT_COMPLETED notifies applications that the
smartphone has finished the boot process. As malware
need to communicate, we often observe the use of In-
tents.

The security policy of an application is expressed by
the permissions declared in the Manifest. Permissions
can protect resources (network, data, sensors, etc.) or
system data or components (list of processes, ability to
keep the smartphone awake, etc.). Other advanced secu-
rity mechanisms can be found in recent Android versions
such as checking the boot sequence integrity or the use
of SELinux for enforcing mandatory policies at kernel
level.

2.2 Malware datasets

One of the most known dataset, the Genome Project, has
been used by Zhou et al. in 2012 to present an overview
of Android malware [19]. The dataset is made of 1260
malware samples belonging to 49 malware families. The
analysis was focused on four features of Android mal-
ware: how they infect users’ device, their malicious in-
tent, the techniques they use to avoid detection and how
the attacks are triggered. The last feature is the most in-
teresting for us as we want to provide a dataset that can
be easily used by people working on dynamic analysis
of Android malware. According to Zhou et al. analysis,
Android malware can register for system events to launch
their attack e.g. the BOOT_COMPLETED event sent when
the smartphone is up. In addition to system events, some
malware directly hijacks the main activity or the handler
of the user interface components.

Unfortunately, the exact condition required to execute
the malicious code is never provided by the paper’s au-
thors. For example, for the case of DroidKungFul, we
know that the malicious code can be launched at boot
time but there is no indication about the time bomb used
to schedule the execution of the malware. Indeed, Droid-
KungFul executes its malicious code only when 240
minutes have passed and this condition is checked by
reading a specific value in the application preferences.
Without this information, a dynamic analysis fails to ob-
serve interesting behaviors.

In [4], Arzt et al. present FlowDroid, a static taint
analysis tool for Android applications. The goal of Flow-
Droid is to detect data leaks in Android applications us-
ing static analysis. To evaluate their tool, Arzt et al.
have developed DroidBench!, a set of applications im-
plementing different types of data leakage thanks to im-
plicit information flows, use of callbacks and reflections.
Applications in this dataset are classified according to the
technique they use to leak data and contain a description
of the leak performed by the application. For each appli-
cation, the source code for performing the leak is given,
which makes result comparison and evaluation easy. At
the time of writing, the DroidBench repository contains
120 applications of which APK and source code are both
available. As it only performs a data leak, the source
code is really minimalist. Unfortunately, the applications
in DroidBench are not real malware samples and are only
meant to evaluate dynamic and static analysis tools. They
do not provide a dataset with the complexity of real mal-
ware in which benign code is mixed with malicious code.

Contagio dataset is a public collection of Android mal-
ware samples [15]. It was created in 2011 and is regu-
larly updated, which makes it one of the most up to date
public dataset. Each contribution is published as an ar-
ticle on the blog associated to the dataset with a link to
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download the samples, a description, and an external link
generally to a VirusTotal report. The static analysis part
of the report seems to be done with Androguard and pro-
vides different information such as the required permis-
sions, the components, the use of reflection, cryptogra-
phy, etc. The dynamic analysis part lists the observed
behavior during the execution: started services, accessed
files, use of sensitive functions and connection to remote
servers. Such information gives an insight on the na-
ture of the application but is useless to determine how to
launch the malicious code of a malware sample.

2.3 Online services

Some analysis services are provided online for commer-
cial or research purposes. They are mainly developed
to detect Android malware and potentially harmful ap-
plications but can also give a better understanding of an
application.

One of them, Verify Apps, is the service used by
Google to scan applications submitted on Google Play
and applications installed on users’ devices. Google does
not provide any technical detail on their service but ac-
cording to their report on Android security for 2014 [8],
their tool uses a mix of static analysis and dynamic analy-
sis. The goal of the analysis is to extract multiple features
of the application and decide if it is potentially harm-
ful by comparing these features with the ones used by
known malware. For instance, the service compares the
developer’s signature with known signatures that are as-
sociated with malicious developers or malicious applica-
tions. The report provided by Google gives an insight
on the type of security threats but lacks details on how
these threats are executed. Unfortunately, the results of
the analysis are not publicly available which makes the
service not useful for research purposes.

Andrubis [12] is an online service that analyzes An-
droid applications statically and dynamically to de-
tect malicious behaviors using a combination of Taint-
Droid [7], Androguard, apktool and have analyzed more
than 1,000,000 applications. Lastly, VirusTotal is an on-
line scanning platform that uses 54 antiviruses and 61
online scan engines to perform analysis on files uploaded
on its web page or sent by email. It uses several tools to
perform the analysis, such as Androguard to disassemble
and decompile APK packages, and Cuckoo sandbox to
dynamically analyze an execution.

We claim that these platforms give very basic informa-
tion and are not sufficient to understand deeply malware.
We believe that every research team conduct apart their
own reverse analysis. It is a huge amount of work which
is often redone and thus has to be gathered and published.
Thus, the description of a malware dataset is a comple-
mentary approach to online analysis tools.

Table 1: Malware of the Kharon dataset

Malware Description Known
SHA 256 hash value Samples

BadNews Remote administration tool (Contagio) 15

[16] 2ee72413370c543347a0847d71882373c1a78-
alS561ac4faa39a73e4215bb2c3b

SimpleLocker Ransomware (Contagio) 1

[13] 8a918c3aa53ccd89aaal02a235def5dcffa04-
7e75097c1ded2dd2363bae7cf97

DroidKungFu Remote admin. tool (Genome project) 34

[10] 5413c7f4a79184886e8a85a743f31743a0218-
ae9cc2be2aSe72c6ede33ade66e

MobiDash Agressive adware (Koodous) 4

[6] b41d8296242c6395eee9eSaa7b2c626a2-
08a7acce979bc37t6cbTec5e777665a

SaveMe Spyware (Contagio) 1

[11] 919a015245f045a8da7652cefac26e71808b2-
2635¢6f3217fd1f0debd61d4330

WipeLocker Data eraser (Contagio) 1

[5] £75678b7e7fa2ed0f0d2999800f2a6a66¢717-
ef76b33a7432f1ca3435b4831e0

Cajino Spyware (Contagio) 4

[18] 31801dfbd7db343b1£7de70737dbab2c5c664-

63ceb84ed7eeab8872¢9629199

3 Seven malware under a microscope

In this section, we present a detailed analysis of seven
malware. We randomlly studied a lot of malware (more
than 30) and selected the ones that were not too obfus-
cated or using ciphering techniques. We choosed recent
ones that have been known to have been widespread on
user’s smartphones. These seven malware cover most of
the known types of malware [19]: Aggressive adware,
Fee paying services malicious usage, Ransomware, Re-
mote Administration Tool, Spyware and Data Eraser.
When studying each malware candidate for representing
a type, we excluded the malware that are too obfuscated
or encrypted to be reversed engineered in a reasonable
time. We followed the advices of Rossow et al. [17] in or-
der to support any future experiments: the dataset is bal-
anced, cleaned and studied in a controlled sandbox (cor-
rectness); the experiment setup and malware list is doc-
umented (transparency); malware are executed in a real
smartphone and sufficiently stimulated (realism); chosen
malware have no network spread capabilities (safety).

For each malware presented in Table 1, we indicate
its provenance in order to help researchers to rebuild the
dataset’>. We conducted a two step analysis in order to
precisely describe their malicious code and their trig-
gering condition. In a first part, we have manually re-
versed the bytecode and inspected it. This static anal-
ysis helps us to locate where the malicious code is and
learn how it can be triggered. In a second part we did
a dynamic analysis, triggered the previously identified
malicious code and thus monitored all the malicious be-
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haviors. We performed the experiment on a Nexus S with
Android 4.0 Ice Cream Sandwich to which we added An-
droBlare (further details below). We rooted our device
and installed the Superuser® application if the application
requires root privileges. Our monitoring process consists
in dynamically tracking where information belonging to
the analyzed sample spread during its execution and then
building what we call a System Flow Graph to observe
the malicious behavior of Android malware [2]. The in-
formation flow tracking is done thanks to AndroBlare*,
a tool that tracks at system level the information flow be-
tween system objects such as files, processes and sock-
ets. The produced directed graph represents the observed
information flows: it is a compact and human-readable
representation of the observed malware activities cap-
tured by AndroBlare. The vertices are the information
containers such as files and the edges are the information
flows observed between these information containers.

3.1 BadNews, a remote administration tool

Badnews [16] is a remote administration tool dis-
covered in April 2013. Its malicious final charge
depends on commands received from a remote
server. The malicious code is located in the pack-
age com.mobidisplay.advertsvl. Its behavior can be
divided into three distinguished stages:

Stage 1: Malicious service setup and sensitive data
recovery. Badnews starts at the reception of the
BOOT_COMPLETED intent or the PHONE_STATE intent. When
one of these intents is received, the service AdvService
is started. On creation, this service collects information
about the device such as the IMEI, the device model, the
phone number and the network operator. Finally, this
service sets up an alarm manager that is in charge of
broadcasting an intent for the receiver AReceiver. This
receiver will restart AdvService every four hours with an
intent containing an extra data named update and set to
true.

final AlarmManager aM = this.getApplicationContext() .
getSystemService("alarm") ;

final Pendinglntent broadcast = Pendinglntent.getBroadcast((
Context)this, 0, new Intent(this, AReceiver.class),
134217728) ;

aM . cancel(broadcast) ;

final long elapsedRealtime = SystemClock.elapsedRealtime() ;

aM.setRepeating (3, elapsedRealtime, 14400000L, broadcast);

Stage 2: Notify the C&C server of the avail-
ability of the device. Badnews transforms the de-
vice into a slave of a C&C server located at
http://xxxplay.net/api/adv.php®.  When AdvService is
restarted with the extra data update set to true, it creates
a thread which executes a function named getUpdate().

This function contacts the server and begins with send-
ing an HTTP post request with the sensitive information
collected on creation.

Stage 3: Execute the service order. The function
getUpdate() then receives an answer from the server,
which contains one of the following orders: 1) Open an
URL; 2) Create a notification with an URL to open; 3) In-
stall a shortcut that will open an URL; 4) Download and
install an APK file 5) Create a notification with an APK
file to download and install 6) Install a shortcut that will
download an APK; 7) Update the primary or secondary
server address. The APK files that might be installed
are potentially malicious. During our observations, the
server sent a malicious version of Doodle Jump and a
fake version of Adobe Flash that seems to be a game.

Triggering Condition. As the malware requires a
server to obey commands, we built a fake server and
forged the commands. For example, for implement-
ing a fake install command of another malware (mal-
ware2.apk), we create a file index.html containing:

{"status" : "install",

"sound" : 0,

"vibro" : 0,

"apkname" : "Malware2",

"url™ : "http://192.168.0.10/malware2.apk"}

where 192.168.0.10 is the address of the local com-
puter. We serve this file using a python web server.
For substituting the server url in badnews.apk, we un-
pack the APK, substitute http://xxxplay.net/api/adv.php
by 192.168.0.10/index.html, repack it again, and sign the
new APK:

$ apktool d badnews.apk # Then edit the smali files

$ apktool b badnews -o new badnews.apk

$ jarsigner -verbose -keystore ~/.android/debug.keystore -
storepass android -keypass android new badnews.apk
androiddebugkey

Then we install the new APK and force the service to
avoid waiting 4 hours:

$ adb install new badnews.apk
$ adb shell am startservice ru.blogspot.playsib.savageknife/com.
mobidisplay.advertsvl.AdvService -ez update 1

3.2 SimpleLocker, a ransomware

Simplelocker [13] is a ransomware discovered in 2014.
It encrypts user’s multimedia files stored in the SD card.
The original files are deleted and the malware asks a ran-
som to decrypt the files. Our sample displays instructions
in Russian. Simplelocker communicates with a server
hidden behind a Tor network to receive orders, for exam-
ple the payment confirmation.
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Figure 1: Information flows induced by an execution of
SimpleLocker

Simplelocker relies on the execution of three main
independent processes. First, rg.simplelocker runs the
graphical interface, the main service and the different
repetitive tasks. Second, libprivoxy.so and for are two
processes that give access to the Tor network.

Stage 1: Malicious code execution. SimpleLocker
waits for the BOOT_COMPLETED intent. When it occurs, it
starts a service located in the MainService class. Start-
ing the main activity with the launcher also starts the ser-
vice. The service takes a WakeLock on the phone in order
to get the device running the malware even if the screen
goes off. Then, it schedules two repetitive task executors
(MainService$3 and MainService$4) and launches a new
thread (MainService$5). All these jobs are executed in
the main process rg.simplelocker.

Stage 2: Communication with a server via Tor. A
task executor MainService$3, launched every 180 sec-
onds, sends an intent TOR_SERVICE to start the TorSer-
vice class. If Tor is already up, the TorSender class is
called to send the IMEI of the phone using the service.
The TorService class is a huge class that setups executa-
bles: it copies and gives executable permission to the
files libprivoxy.so and libtor.so that come from the APK.
The libprivoxy.so process is executed calling from the
MainService class as shown below:

final String[] array = { String.valueOf(this.filePrivoxy.
getAbsolutePath()) + " " + new File(this.appBinHome, "
privoxy.config") . getAbsolutePath () + " &" };

TorServiceUtils.doShellCommand (array, sb, false, false);

The libprivoxy.so process listens for HTTP requests on
the port 9050. It is an HTTP proxy that filters and cleans
the request generated and received by the for client.

Stage 3: User’s data encryption. In the MainSer-
vice$5 thread, the malware encrypts all the multimedia
files and deletes the original ones:

for (final String s : this.filesToEncrypt) {
aesCrypt.encrypt(s, String.valueOf(s) + ".enc");
new File(s) .delete(); }

The used algorithm is AES in CBC mode with PKCS#7
padding. The encryption key is a constant in the code:
we were able to generate a modified version of this mal-
ware where we have forced the decryption of the files.

The repetitive task MainService$4, checks in the
SharedPreferences the value DISABLE_LOCKER: if set,
the malware knows that the victim has paid. If not, it
restarts the Main activity that displays a fullscreen Rus-
sian message informing the user that its files have been
encrypted and asking for a ransom.

Triggering Condition. To trigger the malware, launch
the application or reboot the device.

Information flow observations. Figure 1 shows
that SimpleLocker is constituted of four indepen-
dent processes (ellipses). The main process named
rg.simplelocker writes the encrypted version of the multi-
media files (*.enc). The process named for is the process
that communicates through the Tor network, using five
sockets (stars). Four of them are nodes of the Tor circuit
used to reach the server and the fifth is the interface used
to send and receive messages. The libprivoxy.so process
is the HTTP proxy used in combination with Tor.

3.3 DroidKungFul, a remote admin tool

DroidKungFul is a malware discovered in the middle of
2011 that is able to install an application without any no-
tification to the user. We have included this malware
in our dataset because it is a well known malware that
presents interesting features. We do not give a lot of de-
tails about it and we refer the reader to [10, 3].

The malicious code of the malware is included into the
package com.google.ssearch that contains four classes.
The most important class is SearchService.class. The
malware also comes with 4 noteworthy assets : gjsvro, an
encrypted version of the udev exploit, ratc, an encrypted
version of the exploit Rage Against The Cage, legacy, an
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APK file that contains a fake Google Search application,
and killall, a ratc wrapper.

Stage 1: Setup of a countdown. DroidKungFu waits
the BOOT_COMPLETED intent to start the service Search-
Service. When the service starts for the first time, it
writes the current time in an XML file stimestamps.xml
and stops itself. Every time SearchService is restarted, it
checks if the elapsed time between the time of the restart
and the time of stimestamps.xml exceeds four hours.

Stage 2: Installation of a fake Google Search app.
When the period of four hours has expired, the malware
collects sensitive information about the device (the IMEI,
the device model, the phone number, the SDK version,
memory size, network information) and tries to use the
Exploid or RATC exploits. If it fails, it tries to use the su
binary to become root. Then it extracts an APK from the
asset legacy. This APK file is placed into the directory
/system/app and further detected by system_server as
a new application to be installed.

Stage 3: Executing the C&C server commands.
Then, the malware or the fake Google Search app can
receive commands from a remote server. This way, if the
originating infected app is removed, the malware can still
be able to receive commands through the fake Google
Search app. The commands can be: install or delete any
package, start an application or open a web page.

Triggering Condition. To trigger this malware, install
the application, launch it once and reboot the phone.
Then you need to execute the following command:

adb pull /data/data/com.allen.mp/shared prefs/sstimestamp.
xml

Modify the value start to 1 and push back the file in the
phone. After that, just reboot the phone again.

3.4 MobiDash, an adware

MobiDash [6] is an adware discovered in January 2015.
Hidden behind a functional card game, it displays un-
wanted ads each time the user unlocks the screen. To
evade dynamic analysis tools, the malware waits sev-
eral days before executing its malicious code. For that
purpose the malware uses three internal states, namely
None, Waiting and WaitingCompleted. The default state
is None. The malware switches from None to Waiting
when rebooted and reaches the state WaitingCompleted
after a fixed countdown. Finally, it starts to display ads.

Stage 1: Bootstrapping the configuration. When
the application is launched for the first time, the ac-
tivity com.cardgame.durak.activities.ActivityStart is cre-
ated and it calls the InitAds() function from the MyAdAc-
tivity class. This triggers a bootstrap procedure in which
the file res/raw/ads_settings. json is read. This file
contains information about the malware configuration,
and in particular, contains the server to be contacted
and the time to wait before triggering (called Over-
appStartDelaySeconds). In our sample, the server is
http://xxx.mads.bz’® and the delay is 24 hours. All
these parameters are then saved in the SharedPreferences
and the malware has reached the state None.

Stage 2: From state None to Waiting. Once the de-
vice is rebooted, the BOOT_COMPLETED intent is received
by the DisplayCheckRebootReceiver and it triggers the
ping() function from the AdsOverappRunner class. This
function checks the internal state of the malware and ex-
ecutes a specific function for each case.

final AdsOverappRunner.State state = getState(context);
switch (
$SWITCH TABLE$mobi$dash$overapp$AdsOverappRunner$State
() [state.ordinal O1) {
case 1: {
startWait (context) ;
break;
¥
case 2: {
checkForCompleted (context) ;

break;

}

case 3: {
startAds (context) ;
break;

}

If the state is None, it calls the startWait() function
which changes the internal state into Waiting, saves the
current time in the SharedPreferences and setups two
alarms. The first (resp. second) alarm is used to re-
trigger the DisplayCheckRebootReceiver every 15 min-
utes (resp. 24 hours).

protected static void startWait(final Context context) {
setState (context, AdsOverappRunner.State.Waiting) ;
setWaitStart Time(context, System.currentTimeMillis());
DisplayCheckRebootReceiver.setupPingAlarms(context) ;
DisplayCheckRebootReceiver.setupPingAlarmOne (context
, (long) (AdsExtras.getOverappStartDelaySeconds
()*1000+1000));

Stage 3: From state Waiting to WaitingCompleted.
The next call to ping() (with the Waiting state) will ex-
ecute the checkForCompleted() function. This function
checks if the delay has expired, changes the state to Wait-
ingCompleted and calls the startAds() function. star-
tAds() starts the service DisplayCheckService that re-
quest ads to the server and display them. Additionally,
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the service sets up an alarm, as done in startWait(), in or-
der to restart itself every 15 minutes. It also dynamically
registers two receivers:

protected void setupUserPresent() {
this.registerReceiver (this.screenOffReceiver, new
IntentFilter ("android.intent.action.SCREEN OFF")
)s
this.registerReceiver (this.userPresentReceiver, new
IntentFilter ("android.intent.action.
USER PRESENT™")); }

The first receiver requests new ads each time the
screen turns off by calling the requestAds() function. The
second receiver displays an ad each time the user unlocks
the screen by calling the showLink() function.

Additional features. When reversing the malware, we
observed that the class Homepagelnjector changes the
browser homepage and the class AdsShortcutUtils in-
stalls launcher shortcuts. During our observations, none
of these features have been activated.

We also observed that our malware sample contains
a lot of different lawful Advertising Service SDK: Ad-
Buddiz, AdMob, Flurry, MoPub, Chartboost, Play-
Haven, Taplt and Moarbile. Nevertheless, the mal-
ware main activity (ActivityMain$11) only uses Ad-
Buddiz, AdMob and Chartboost. To finish, log files
about all the downloaded malicious ads are stored
in the folder data/data/com.cardgame.durak/files
/mobi.dash.history/active/. These logs contain in-
formation such as the requests to the server.

Triggering Condition. First, the application must be
launched a first time and the device must be rebooted
in order to reach the state WaitingCompleted. Then, by
setting waitStartTime to 0 in the XML file of the direc-
tory /data/data/com.cardgame.durak/shared_prefs/
com.cardgame .durak_preferences.xml and rebooting
again, the malicious code is triggered. The smartphone
must be rebooted promptly after modifying the file, for
example by pushing it with adb, in order to avoid the
malware to overwrite the modification.

Information flow observations. We give in Figure 2
the full graph of MobiDash as an example of a malware
that generates a lot of system events. The main pro-
cess cardgame.durak reads the file ads_settings. json
to configure itself and connects to a large amount of IP
addresses. Some of those IP are contacted by the origi-
nating game itself to retrieve fair ads and most of them
are contacted by the malware to download malicious ads.
The 1P addresses shared between cardgame.durak and
android.browser are connections opened when aggres-
sive ads are displayed in fullscreen in a webview. We
notice that the malware saves its history in a local direc-
tory, producing a lot of log files.

3.5 SaveMe, a spyware

SaveMe [11] is a spyware discovered in January 2015.
It presents itself as a standalone application that is sup-
posed to backup contacts and SMS messages. SaveMe
seems to be a variant of another malware known as So-
cialPath [14]. The application has been available on
Google Play before being removed.

Stage 1: Sensitive data recovery. When the appli-
cation is launched, it asks to the user his name and
phone number and saves these inputs in its local database
user_info4. In background, the activity collects the de-
vice’s MAC address, network operator name and ISO
country code. Those information are then all sent to
a master server, located at http://xxxxmarketing.com’
(no longer available).

The visible part of the application offers features such
as: add or delete a contact, save or restore your phone-
book, save all your SMS messages and write a SOS
message that will be sent to all your contacts in case
your phone has been stolen. If you choose to save
your messages, the application will save all the content
of content://sms/inbox and content://sms/sent in its
local database user_info and send it to the server.

Stage 2: Execute the master commands. In paral-
lel, when the application is launched, a service named
CHECKUPD is started (it also starts each time the de-
vice is rebooted). This service is used as a handshake be-
tween the device and the server. It executes three Async-
Task namely sendmyinfos(), sendmystatus() and send-
data() for dialoging with the server. After those ex-
changes, the main service GTSTSR is executed. The pur-
pose of this service is to contact the server in order to
get commands to be executed. Depending on the answer
given by the server, the service can perform different ac-
tions as detailed below.

First, it can send a text message to any number given
by the server. We believe that this can be used for pre-
mium services as stated in [14].

if (GTSTSR.Mac.equals(this.address) && GTSTSR.
Send ESms.equals("SESHB")){
new update().var(this.address,"","SESFK","","","","","");
SmsManager. getDefault () . send TextMessage (GTSTSR.
EXTisMS, null, GTSTSR.SMS, null, null);

return; }

The service can also make a call by starting a ser-
vice named RC. This service displays a WebView on the
screen, probably to hide the call and makes a call to a
potentially premium number given by the server [14].

Intent locallntent = new Intent("android.intent.action.CALL");
locallntent.setData (Uri. parse("tel:" + EXT CALL));
intent.addFlags(268435456) ; intent.addFlags(4);
this.startActivity (intent) ;
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Figure 2: Information flows induced by an execution of MobiDash
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After few moments, the service ends the call, removes
the WebView and deletes the call in the call log by calling
the function DeleteNumFromCallLog().

final Uri parse = Uri.parse("content://call log/calls");
contentResolver.delete(parse, "number=?", new String[1{s});

GTSTSR can also start a service named CO which
will automatically fetch all the contacts of the victim
and send them to the server. The main difference com-
pared with the official feature of the application (except
that there is no need to click on a button) is that CO
will also steal contacts stored in the SIM card by read-
ing content://icc/adn. Contacts are then stored in the
database user_info before being sent.

The last feature provided by GTSTSR is the sending of
text messages to victim’s contacts by starting the service
SCHKMS. The service checks the database user_info,
picks one contact and sends him a message. This feature
is used for spreading the malware via SMS containing a
link [14]. Of course, the service deletes the SMS from
the logs in order to hide it to the victim.

To finish with this malware, we observed a piece of
code in the activity pack which allows the app to remove
its icon from the launcher, in order to hide itself. This
way, the victim may forget to uninstall the application.
Nevertheless, this activity is never used in this sample.

this.getPackageManager () .setComponentEnabledSetting (this.
getComponentName (),
COMPONENT ENABLED STATE DISABLED,
DONT_ KILL APP); B B

Triggering Condition. To trigger this malware it is
sufficient to use the application icon or to reboot the de-
vice. Internet must be enabled for the malware to start.

3.6 WipeLocker, a blocker and data eraser

WipeLocker [5] is a malware discovered in September
2014. It blocks some social apps with a fullscreen hack-
ing message and wipes off the SD card. It also sends
SMS messages to victim’s contacts. It might be an app
for helping the sell of antivirus.

The malware presents itself as a fake Angry Bird
Transformers game. Once the application is launched,
the main activity performs three actions.

Stage 1: Starting the malicious service. The ap-
plication first starts the service IntentServiceClass
that can also be triggered by the BOOT_COMPLETED
event. This service schedules the execution of
MpyServices.getTopActivity() every 0.5s and MySer-
vices.Async_sendSMS() every 5. getTopActivity()
checks the current foreground activity: if it is a social
app like Facebook, Hangouts or WhatsApp, it displays a

fullscreen image "Obey or Be Hacked", making impos-
sible to use those apps. MyServices.Async_sendSMS() is
an AsyncTask that sends a text message every 5s to all
the victim’s contacts: "HEY!!! <contact_name> Elite
has hacked you.Obey or be hacked".

Stage 2: Activating the device admin features. The
second action of the malware is to ask the user to activate
the device administration features of the app [9]. If the
user declines, the app will ask again, over and over, until
the user accepts to do so. Administration features allow
an application to perform sensitive operations such as
wiping the device content or enforcing a password secu-
rity policy. The file res/xml/device_admin_sample.xml
declares the operations the application intends to handle.
The content of this file is however empty, which means
that the application will not handle any sensitive opera-
tions: the purpose of this stage is to make the app much
harder to uninstall because device administrators cannot
be uninstalled like normal apps. If the user accepts, the
app closes itself and remove its icon from the launcher.

Stage 3: Wiping off the SD card. The last action per-
formed by the malware is the deletion of all the files and
directories of the external storage. Even if the user de-
clined the device administration features, the function
wipeMemoryCard() is called. This function uses Envi-
ronment.getExternalStorageDirectory() to get the path of
the external storage, and then calls File.listFiles() for it-
erating on files and deleting each of them.

Stage 4: Intercepting SMS. A last feature that comes
with the malware is the interception of incoming SMS. It
is simply a receiver named SMSReceiver that is triggered
by the SMS_RECEIVED intent. When an SMS is received,
the malware automatically answers to the sender with
the message "Elite has hacked you.Obey or be hacked".
The victim is not notified by the system about any in-
coming SMS because the receiver has a high priority
(2147483647 in the manifest) and calls abortBroadcast()
just after reading the message.

Triggering Condition. The icon launcher triggers all
the features. A reboot of the device triggers the service.

3.7 Cajino, a spyware

Cajino is a spyware discovered in March 2015. Its par-
ticularity is to receive commands via Baidu Cloud Push
messages. In addition to alternative markets, samples
were downloadable on the Google Play store with more
than 50.000 downloads.
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Stage 1: Registration. The application must be
launched at least one time. When it occurs, in the on-
Create() function, a registration procedure of the Baidu
API is executed in order to make the phone able to receive
Push messages from the remote server.

if (tUtils. hasBind (this.getApplicationContext())){
PushManager.startWork (this. getApplicationContext(),
0, Utils.getMetaValue((Context)this, "api_key")); }

At the same time, the MainActivity displays an empty
WebView and a dialog box pops up asking for an update
with a "Yes" or "No" choice, with no code behind.

Stage 2: Receiving Push messages. The malware has
a receiver named PushMessageReceiver. It can react to
these intents broadcasted by Baidu services:

com.baidu.android. pushservice . action. MESSAGE
com.baidu.android . pushservice.action . RECEIVE
com.baidu.android. pushservice.action . notification. CLICK

When a Push message is received, PushMessageRe-
ceiver starts BaiduUtils.getFile() which checks if the
device is concerned by the incoming message, and if
so, starts BaiduUtils.getlt() to execute the right com-
mand. The commands are designed to: steal the con-
tacts, steal the call logs, steal all SMS (inbox and sent),
get the last known location of the device, steal sensitive
data (IMEI, IMSI, phone number), list all data stored
on the external storage. For each of these features,
the malware first stores the results in files written into
/sdcard/DCIM/Camera/ before uploading them to the re-
mote server. The malware can also send SMS to any
phone number given by the server, upload to the server
or delete any file stored on the external storage.

In some other versions, e.g. ca.ji.no.method2, more
features are available. For example it can record the mi-
crophone with a MediaRecorder during a period of time
given by the server:

BaiduUtils.recorder. prepare() ; BaiduUtils.recorder.start();
Thread.sleep(intl * 1000);
BaiduUtils. recorder.stop () ; BaiduUtils.recorder.release() ;

It can also download an APK file into the directory
/sdcard/update/ and install it on the device:

private static void installApk(final Context context, String
str) {
str = Environment.getExternalStorageDirectory ()
+ "/update/update.apk";
final Intent intent = new Intent("android.intent.action.VIEW");
intent.addFlags (268435456) ;
intent.setDataAndType (Uri.fromFile (new File(str)),
"application/vnd.android.package—archive") ;
context.startActivity (intent) ; }

The last feature of Cajino is a classical call to a number
given by the server, not hidden from the user. That makes
a total of 12 distinct features the malware can perform.

Triggering Condition. Launch the app to trigger the
registration, then you need to wait for a Push message
from the remote server. If you want to force the execu-
tion of a command, for example for listing the files of
/sdcard/, send an intent with adb:

adb shell am broadcast -a com.baidu.android.pushservice.action
.MESSAGE --es message string "all list_file"

3.8 Dataset summary and usage

Table 2 gives an overview of the studied malware. For
each of them, we recall their protection against dynamic
analysis and give the main actions for defeating these
protections. These remediation techniques will support
the reproducibility of future research experiments.

We have used our dataset to evaluate the performances
of GroddDroid [1], a tool for triggering malicious behav-
iors that targets suspicious methods. On four of them, the
targeted methods were automatically triggered. On Mo-
biDash, a method with benign code were targeted (false
positive) and on SimpleLocker, GroddDroid had a crash.
This example shows that documented dataset helps to
measure if a proposed method works fine. Of course,
for larger datasets, an other approach should be used to
compute the false positive/negative results, but the use of
Kharon dataset gives an opportunity to carefully check if
a tool works as expected.

4 Conclusion

In this article, we have proposed to initiate the construc-
tion of a dataset of seven Android malware that illustrate
as much as possible existing malware behaviors. These
malware are recent, from 2011 to 2015. For all of them
we detailed their expected behavior, isolated the mali-
cious code and we observed their actions in a controlled
smartphone. All these materials can be found online on
the Kharon website.

An important result of this study is that these malware
present a pool of techniques to hide themselves from dy-
namic analyzers. Thus, we explain how to trigger their
malicious code in order to increase the reproducibility of
research experiments that need malware execution.

We continue to supply the dataset and additional de-
scriptions of malware can be read. We also propose to
other actors of the community to enlarge this dataset.
For that purpose, we encourage researchers to gather
their experience by signaling us their own documenta-
tion about reversed android malware. We will be pleased
to integrate any contribution. This way, we hope that this
effort will bring new inputs for the research community
and will become a reference dataset for precise and re-
producible malware analysis.
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Table 2: Malware dataset summary

. Protection against dynamic Analysis Details for
Type Name Discovery — Remediation reproducibility
Obeys to a remote server and delays the attack
Remote Admin Tool Badnews 2013 — Modify the apk Section 3.1
— Build a fake server
. Waits the reboot of the device .
Ransomware SimpleLocker 2014 s send a BOOT COMPLETED intent Section 3.2
Remote Admin Tool DroidKungFu 2011 . Delayed Attacl'< . Section 3.3
— Modify the value start to 1 in sstimestamp.xml
2015 Delayed Attack
Adware MobiDash — Launch the infected application, reboot the device Section 3.4
and modify com.cardgame.durak_preferences.xml
Verifies the Internet access .
Spyware SaveMe 2015 — Enable Internet access and launch the application Section 3.5
Phone Blocker + Data Eraser WipeLocker 2014 , Delayed Attack . Section 3.6
— Press the icon launcher and reboot the device
Spyware Cajino 2015 . Obeys to a remote server . . Section 3.7
— Simulate the remote server by sending an intent

Future works deal with comparing these seven mal-
ware with larger datasets in order to build automatic
classification techniques. Moreover, for advanced mal-
ware that implement sophisticated protections such as
obfuscation or ciphering, new investigations should be
designed in order to link the static analysis of the code
with dynamic analysis.

5 Most important malicious functions

In the following, we give the most 5 most important func-
tions of each malware. It may help researchers to check
that their experiment successfully executes the malicious
code.

# Badnews

.mobidisplay.advertsvl.AdvService.fillPostData ()

.mobidisplay.advertsvl.AdvService.onStartCommand (final
Intent intent, final int n, final int n2)

.mobidisplay . advertsvl.AdvService.startUpdater ()

.mobidisplay.advertsvl.AdvService.sendRequest (String string
)

.mobidisplay.advertsvl. AReceiver.onReceive (Context context
, Intent intent)

com

com.google.ssearch. Utils$PkgManager.deleteApp (final Context
context, final String str)

# MobiDash

myutils/activity/MyAdActivity . InitAds (int n, ChartboostDelegate
chartboostDelegate, int n2)
mobi/dash/overapp/AdsOverappRunners. ping(final Context
context)
mobi/dash/overapp/AdsOverappRunners.startWait (final Context
context)
mobi/dash/overapp/AdsOverappRunners.checkForCompleted (
final Context context)
mobi/dash/overapp/DisplayCheckService.setupUserPresent ()

# SaveMe

.savemebeta.GTSTSR.CHECK()

.savemebeta.RC.callnow ()

.savemebeta.LogUtility. DeleteNumFromCallLog (final
ContentResolver contentResolver, final String s)

com.savemebeta.CO.allSIMContact ()

com.savemebeta.SCHKMS . fetchContacts()

com
com
com

# WipelLocker

com
com
com

.elite. MainActivity.onCreate(final Bundle bundle)

.elite. MainActivity . wipeMemoryCard ()

.elite. MyServices. Async_sendSMS.doInBackground (Void ...
arrvoid)

com.elite. MyServices. getTopActivity (final Context context)

com.elite. MainActivity . HideAppFromLauncher (final Context
context)
# SimpleLocker
# Cajino
org.simplelocker. MainService.onCreate ()
org.simplelocker. MainService$4 . run () ca.ji.no.method3.MainActivity.onCreate (Bundle bundle)
org.simplelocker. TorSender.sendCheck (final Context context) ca.ji.no.method3.BaiduUtils.getlt(final String s, final
org.simplelocker. FilesEncryptor.encrypt () Context context)
org.simplelocker. AesCrypt. AesCrypt(final String s) ca.ji.no.method3.BaiduUtils.getLocation (final Context context
, final String s)
# DroidKungFu ca.ji.no.method3.BaiduUtils.sendSMS (final String s, final
String s2)
com. google.ssearch.SearchService.onCreate () ca.ji.no.method2.BaiduUtils.installApk (final Context context,
com.google.ssearch.SearchService.updatelnfo () String string)
com.google.ssearch.SearchService.cpLegacyRes()
com.google.ssearch.Utils.decrypt(final bytel[] input)
USENIX Association LASER 2016 ¢ Learning from Authoritative Security Experiment Results



6 Availability

All malware descriptions and graphs can be accessed
online at:

http://kharon.gforge.inria.fr/dataset
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Abstract

Background. Understanding the human aspects of phish-
ing susceptibility is an important component in building
effective defenses. People type passwords so often that it
is possible that this act makes each individual password
less safe from phishing attacks.

Aim. This study investigated whether the act of re-
authenticating to password-based login forms causes users
to become less vigilant toward impostor sites, thus mak-
ing them more susceptible to phishing attacks. Our goal
was to determine whether users who type their passwords
more often are more susceptible to phishing than users
who type their passwords less often. If so, this result
could lead to theoretically well-grounded best practices re-
garding login-session length limits and re-authentication
practices.

Method. We built a custom browser extension which logs
password entry events and has the capability of shortening
session times for a treatment group of users. We recruited
subjects from our local campus population, and had them
run the extension for two months. After this time, we
conducted a synthetic phishing attack on all research sub-
jects, followed by a debriefing. Our research protocol was
approved by the University’s IRB.

Results. We failed to reject the null hypothesis. We found
that login frequency has no noticeable effect on phishing
susceptibility. Our high phishing success rate of 39.3%
was likely a leading factor in this result.

Conclusions. This study confirmed prior research show-
ing exceedingly high phishing success rates. We also
observed that recruiting only in-person and campus-
affiliated users greatly reduced our subject pool, and that
the extension-based investigation method, while promis-
ing, faces significant challenges itself due to deployed
extension-based malware defenses.

Michael K. Reiter

Department of Computer Science

University of North Carolina at Chapel Hill

reiter@cs.unc.edu

1 Introduction and Motivation

Of all cybersecurity attacks, phishing is perhaps most in-
timately tied to user decisions and behavior, rather than
technical weaknesses of the platform on which it is per-
petrated. Despite numerous studies both aimed at better
understanding why and how people fall for phishing at-
tacks [3, 4] and new systems to detect the sites themselves
and protect users [9], the problem continues [6]. Thus,
fully understanding the causes and effects of the phe-
nomenon is a crucial component of successful defenses.

Fundamental to phishing as an attack is the user cre-
dential, which is most often a password. Passwords have
been the subject of intense investigation along many di-
mensions; e.g., Bonneau et al. consider many of these
dimensions and present a framework for comparing pass-
words with other authentication schemes [1].

Beyond the weaknesses of passwords discussed by Bon-
neau et al., the difficulties of password entry are exacer-
bated by the frequency with which users are asked to
re-authenticate to sites. In the Internet’s infancy, personal
computers were commonly shared among different users,
but software to enable efficient sharing via different pro-
files did not yet exist. Thus, automatically logging users
out after some relatively short period of time became the
de facto default security posture with respect to authen-
ticated sessions. In the present day, however, browsing
often takes place on single-user devices like smartphones,
and even when not, streamlined browser profiles make
separating different user accounts easy.

Several services like Facebook and Google have thus
adopted a strategy where sessions remain logged in for an
indeterminate amount of time.! However, to our knowl-
edge there is no scholarship or best-practices document
available which provides a breakdown of how successful
this practice is, and it has not seen widespread adoption

'Tt remains to be seen whether such infrequent reauthentication
might itself be harmful: if passwords are so rarely re-entered, the user
runs the risk of forgetting it simply because they never use it.
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on the rest of the web.

With respect to phishing defenses, this might indeed
be a very good one: the longer a session remains in place
on a given device, the less common the sight of the login
screen (or even any login screen across all sites) is to
the individual user. If login screens are less common,
we hypothesize that this will cause the user to be more
alert when logging in to services. While this may be the
reasoning behind the long-lived sessions used by large
Internet companies, being able to reproduce this effect
in open scholarship would be an important step towards
convincing more software authors and site owners to make
these longer-lived sessions the default.

Specifically, financial services websites very often keep
their session lengths limited to hours or even minutes. On
one hand, this choice is an entirely reasonable: an online
banking session left logged in on a shared or stolen device
can cause immense damage for an individual. Conversely,
being prompted for these passwords continually has the
very real potential to make those users more susceptible
to phishing attacks. When considering the threat models
of phishing attacks and physical device takeover, the for-
mer can be perpetrated by anyone on the Internet rather
than anyone with access to the device, potentially making
the phishing concern far greater than the session length
concern.

We claim that password re-entry frequency is not only a
usability issue, but is also a security issue for all password-
based login systems. Our hypothesis is that the more users
are asked to authenticate with websites, the more they will
experience security fatigue, and as a result become more
susceptible to phishing attacks.

We further hypothesize that this effect is not local to
the website. In other words, we expect that when users are
prompted to frequently authenticate, they become security
fatigued in general, on all websites they visit, not only
on the specific sites that are prompting users for their
credentials.

This study was built to test these hypothesises. We
devised a methodology which includes a control group
whose login frequency is unmodified, and a treatment
group who have the length of their login session shortened,
necessitating additional logins to simulate sites with short
session timeouts. Unfortunately, we did not find statistical
significance in our study, but we were able to replicate
important results in phishing susceptibility and to find
new but unremarkable results related to well crafted spear
phishing attacks.

2 Methodology

This work was carried out in five stages, starting with
the development of the software used to measure and
manipulate the web browsing experience of the control

group, and ending with informing the test participants
about the experiment they participated in. This section
describes each of these five sections in chronological
order.

2.1 Web Browser Extension Development

Browser extensions are pieces of software that are in-
stalled in commodity web browsers to measure or modify
the user’s browsing experience. Though all recent ver-
sions of popular web browsers support the ability to write
and install extensions, we limited our study to people
using Firefox and Chrome.

Our study included two different extensions, one ver-
sion for the control group that took measurements of the
user’s browsing activities, and another version for the ex-
periment group that took the same measurements but also
modified the browser to induce the user to (re)authenticate
with popular websites more frequently than they normally
would. Each of theses versions of the extension are de-
scribed in greater detail in the following subsections.

When the user installed the extension in their browser,
she was prompted to enter her email address. The ex-
tension then generated a random identifier for the user.
The researchers never tied these two identifiers together;
we were never able to associate a person’s random identi-
fier with her email address. These identifiers were used
to identify users during different parts of the study. Fi-
nally, on installing the extension, users were randomly
assigned to either the control or experiment group, with
equal chance.

Throughout the experiment the extensions reported
statistics to a central recording server. When the exten-
sion reported non-sensitive information to the recording
server (such as how long a user has been participating in
the study), the extension identified the user by her email
address. Likewise, whenever the extension reported sen-
sitive information to the server, the data was tied to the
user’s random identifier. This allowed us to track which
users were still participating in the study, without tying
any sensitive information to the participant.

2.1.1 Control Group Extension

The control group version of the extension did not modify
the browsing experience at all; it only recorded informa-
tion about the user’s browsing activities. Each of these
data points is described below.

User Participation: In order to determine which par-
ticipants were staying active in the study (and to be able
to remind participants if they were not staying active) the
extension reported each active user’s email address to the
recording server once a day.
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Pages Visited: In order to determine how regularly
different study participants used the web, the extension
recorded how many pages each participant visited each
hour. The extension did not record which pages were
visited, only a count of how many each hour. This infor-
mation was periodically reported back to the recording
server with the user’s random identifier.

Passwords Entered: The extension also recorded how
often users entered passwords on the web. Each time the
user entered her password into a password field on the
web, the extension recorded the URL of the page (used
to determine what types of pages the user trusted with
her password), a salted hash of the password (in order to
determine if the user reused passwords, without reveal-
ing their passwords) and a NIST entropy measure of the
password [5] (as a measure of password strength). These
values were also periodically reported to the recording
server, along with the user’s random identifier.

2.1.2 Experiment Group Extension

The extension performed differently for users in the ex-
periment group. In addition to recording the informa-
tion discussed in Section 2.1.1, the experiment version of
the extension also modified users’ browsing sessions to
cause them to need to authenticate with websites more
frequently then they otherwise would.

e https://www.reddit.com

e https://www.facebook.com
e https://www.google.com

e https://mail.google.com
e https://www.tumblr.com

e https://twitter.com

e https://mail.yahoo.com

e https://www.pinterest.com

Figure 1: URLs of sites that participants in the exper-
iment group were induced to reauthenticate with more
frequently

We first selected eight popular sites where users needed
to login to use the sites primary functionality, listed in
Figure 1. When a user logs into one of these sites, the site
sets a cookie in the user’s browser. This cookie usually
lasts for a long time: days, weeks or months. The site
uses this information to identify the user to the site, so
that the site knows who the user is and does not ask the
user to re-login.

The experiment group version of the extension short-
ened the life span of these cookies to expire on average
in 48 hours (some random variation, between plus-and-
minus twelve-hours, was added into the cookie expiration
times, to make it more difficult for experiment-group
members to detect the manipulation). The net result of
editing the expiration dates of the cookies is that users
would need to re-login to these sites approximately every
two days, instead of once a week or once a month.

2.2 Recruitment

Recruitment was conducted through university mailing
lists of students, faculty and staff. A person was eligible
to participate in the study if she 1) did most of her web
browsing on a computer she could install software on; 2)
was a student, faculty or staff member; 3) used Chrome
or Firefox as her main browser; 4) spent some time on
social media sites most days; 5) was at least 18 years old;
and 6) was not currently incarcerated.

Participants were required to participate in the study
for two months, during which they needed to use the
computer with the extension installed at least once every
three days. They were told that the study was about
“measuring safe browsing practices online”, but were not
given any further detail about the purpose of the study.
They were told that the extension would take anonymous
measurements of their browsing habits, and that it would
not harm their computer.

Participants were not told that some participants would
have their cookies removed earlier than normal, and that
they would need to log into sites more often. This decep-
tion was conducted with the review and permission of the
IRB of the University of Illinois at Chicago.

2.3 Study Participation

Each participant who agreed to the above conditions ar-
ranged to meet with a member of the study to guide her
through the process of installing the extension on her com-
puter, confirm that she met the eligibility requirements,
read and sign a consent form, and document her agree-
ment to participate in the study.

Each participant was offered $30 in Amazon.com gift
cards as compensation for her participation, receiving $15
on entering the study and the remaining $15 at the end of
the study, if they followed all of the agreed-to terms.

During the study, participants operated their computers
as normal, and carried out their typical browsing behav-
iors. We regularly checked to make sure that the ex-
tensions were functioning correctly and that the study
participants were still using their browsers at least once
every three days. In a few cases, we noticed that a study
participant was not using her browser in accordance with
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the study’s terms. In such cases we contacted the partici-
pant by email to see if there was a technical problem, and
in a few cases we removed participants from the study
who were not able to meet the study’s requirements.

2.4 Simulated Phishing Attack

At the end of the two-month study period, we sent an
email out, telling the participants that the end of the study
was approaching, and that they would need to make an
appointment to have the software removed from their
computers and be debriefed from the study.

We separately sent all email participants a fake phishing
email. The email told all students that they should click
on a link in the email to log into their university accounts,
in order to complete a brief survey and qualify for the
remaining $15 Amazon gift certificate. The email was
constructed to only include content that an attacker would
have access to and be able to forge.

Notably, the message was sent from a non-university
account, which had never been used to interact with the
study participants prior. Additionally, the link in the mes-
sage that participants were asked to click on—and which
claimed to be a link to the university’s sign-on system—
linked to a new domain that was not university owned
and which had never been provided to participants before.
Finally, when participants clicked on the link and were
taken to the false, phishing, version of the university’s
sign-on system, they were asked to log into a domain
that was also not university owned or affiliated with the
school.

The fake, phishing version of the university’s login
page we constructed kept track of which study participants
visited the page, how long they stayed on the page, if
they entered a user name and password, and if they they
submitted the form to attempt to log in.

Each participant who submitted values in the login form
was asked to complete a survey. The survey attempted
to assess whether she took standard precautions before
submitting her university credentials by asking, among
other questions, if she checked the URL before entering
her user name and password, and if she noticed anything
abnormal about the login page’s URL.

To protect the participants, we did not record or trans-
mit the entered user name or password over the network;
we only recorded how many participants interacted with
the page in the same manner one would interact with the
true university login system, and if they trusted the false
version of the page with their account credentials.

In order to avoid having study participants influence
one another or inform each other about the deception in
the study, we took care to not reveal the deception for one
week, until all participants had a chance to receive and re-
spond to the fake phishing email. If users did click on the

link in the sent email, and submitted their credentials to
our fake-sign-on page, the messages and web pages they
received appeared identical to those they would receive
from the true university login system.

2.5 Debriefing

One week after the fake phishing email was sent to study
participants, all study participants were sent another email,
this time from the university email account that had been
corresponding with them throughout the study. The email
asked participants to schedule a debriefing meeting with
the research assistant. At this meeting, each participant
was told about the true purpose of the study, given the
chance to ask about the purpose, methods, or outcomes
of the research, and provided with the remaining $15 in
Amazon credit.

3 Results

We were able to recruit 101 study participants, 89 of
which completed the study”. Of those who completed
the study, 43 were in the control group, and 46 in the
experiment group.

3.1 Phishing Susceptibility

Of the 43 participants in the control group, 17 (39.5%)
clicked on the link in the phishing email, or otherwise
visited the phishing page. All 17 of these control-group
members entered some value into the password field on
the fake university-login page and submitted the form. In
the experiment group, 19 of the 49 (38.8%) participants
visited the phishing page, and 18 of them entered some
value into the password field and submitted the form. We
were not able to find a statistically significant difference
between the control and treatment groups.

Participants who submitted the login form were taken to
a survey that asked about their participation in the study, if
they encountered any technical problems with the browser
extension, and if they would like to be notified of the study
results when available. Most relevant to the question of
phishing susceptibility, participants were asked if they no-
ticed that the URL for the fake university-login form was
different from the URL where they normally logged in.
Of the 17 members of the control group who completed
the survey, 5 (29.4%) stated that they noticed the URL
was different, versus 6 of 18 experiment-group members
(33.3%) who noticed that the URL was different.
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Control  Experiment
Mean 32.88 35.56
Min 0 0
Max 407 546
St Dev 88.08 64.06

Table 1: Basic statistics on the number of passwords
entered by users in the control and experiment groups.

3.2 Password Entry

Finally, the data gathered during this work allowed us to
make some measurements about how many passwords
participants entered during the two month study, and on
how many different domains they submitted passwords.
For the eight domains we affected in the study, partici-
pants entered on average 34.2 passwords, with our exten-
sion inducing users in the test group authenticating more
often than users in the control group. Users in the control
group entered on average 32.9 passwords on the eight
watched sites during the study, while users in the experi-
ment group entered 35.6 passwords to the eight relevant
domains.

More broadly, users entered on average 185.74 pass-
words during the two month study, and submitted pass-
words to 28.69 domains.

4 Related Work

This work sits alongside other research establishing the
effectiveness of phishing attacks as a means of stealing
user credentials. Dhamija et al. [2] found that a well
constructed phishing page fooled 20 out of 22 test sub-
jects, and that this vulnerability seemed unrelated to de-
mographic or personal characteristics, such as age, sex,
or number of hours of computer use. Jagatic [8] investi-
gated how social connections can affect the success rate
of phishing attacks, and the success rate of a phishing
attack went from 16% of 94 target students to 72% of 487
targeted students when the phishing message was forged
to appear to be from a friend or other social contact.
Other research has established that common anti-
phishing indicators in browsers do a poor job of alerting
users to fraud. Schechter et al. [10] found that factors like
the absence of https encryption on web pages and miss-
ing user-selected site images did not dissuade users from
entering their credentials (all 27 users submitted their cre-
dentials to the phishing site in the former case, and 23 out
of 25 users still did so in the latter case). Similarly, Wu et
al. [12] found that even with additional anti-phishing tool-

2Seven members of the control group, and five members of the
experiment group, exited the study mid-experiment.

bars and utilities installed, 10 out of the 30 participants
in their study were still successfully phished. Whalen
and Inkpen [11] used an eye-tracking system to deter-
mine what security indicators users viewed, and found
that unless specifically prompted, users rarely looked at
the browser’s security indicators. Jackson et al. [7] found
that web-browser users did not understand the browser’s
anti-phishing security warnings, and thus that they of-
fered no protection, unless they received specific training
in understanding the browser’s indicators.

5 Lessons Learned

While the core experiment failed to reject the null hypoth-
esis, several of our observations confirm previous studies
and can otherwise be useful to the community performing
further security-based user studies.

Confirmed very high phishing success rate. The suc-
cess rate for phishing is high. 40.4% of participants who
received the phishing email submitted a password to a
untrusted domain, and 97.2% of participants who clicked
through the email and visited the fraudulent university-
login page submitted their credentials.

This result is possibly due to the priming effect of
our phishing strategy (i.e., our subjects were expecting
an email regarding payment). However, other factors
were also likely at play, including a correctly functioning
https url, a benign yet similar hostname, and an incred-
ibly low-volume campaign such that typical defenses to
prevent deliver of phishing messages would not have been
triggered.

Note that we did not investigate whether any of our
users had phishing defenses turned on, either directly
through their browser or through additional software such
as browser extensions or anti-virus programs.

Recruitment challenges. We chose to recruit through
our university’s email channel for mass advertisement
to all faculty, staff, and students. While our university
is far more diverse than average in terms of race and
socio-economic status, this was still likely to be a less
representative group than the general population.

Our reason for recruiting in this manner was that we
wanted to ensure a standard phishing experience for the
study. Everyone was required to use the same campus
single-sign-on infrastructure, which we also required par-
ticipants to use when selecting a time to meet with us
to enter the study. We required this in-person meeting
to minimize fraud and to ensure that the extension was
installed correctly.

When we recruited in this manner, we had a far lower
response rate than we expected, especially given the re-
ward structure for our study. We believe that attempting
to minimize participant fraud via in-person meetings was
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likely not an effective use of time; other methods of filter-
ing out fraudulent users would likely have been superior.

Extension installation challenges. The proliferation
of extension-based malware made it particularly difficult
to successfully install the extension. This included turn-
ing off various anti-malware features in the browser (tem-
porarily) to successfully install the extension on users’
machines.

Asking users to install an extension with such expan-
sive permissions is a lot to ask, even in an IRB-approved,
monetarily compensated study. We minimized the amount
of data collected and ensured that all data was anonymized
and encrypted during storage and transmission. We ex-
plained this process in layman’s terms during the installa-
tion of the extension at the in-person enrollment events.

5.1 Advice for studying phishing suscepti-
bility
For anyone wishing to attempt an experiment like this one,
we believe that a few changes would raise the likelihood
of observing a correlation—if one exists—between login
frequency and phishing susceptibility. First, we believe
that targeting more websites (or even doing so in a site-
agnostic fashion) would be beneficial, as well as allowing
for the collection of information about password entry
more broadly.

Second, we recommend conducting further research in
a way that can control for different amounts of natural
(i.e., pre-test) password re-entry. The best way to control
for this would likely be to recruit more research subjects.
Allowing participants to sign up remotely would be a
boon in this respect. However, it might filter for more
technically savvy users who are able to install extensions
on their own.

The effect of saved passwords or password managers
would be an interesting angle to investigate. These tools
associate the saved logins credentials with specific sites,
and so phishing sites would not be auto-filled. Controlling
for this effect would be important, as this process can
drastically reduce the number of passwords typed by a
user over a given amount of time.
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A Appendix: Source Code

This section includes links and descriptions of the code
used in the system. All code described here is managed
in public git repositories.

e Browser Extension
git@github.com:snyderp/uic-phishing-
extension.git
Javascript code used to build the Firefox and
Chrome browser extensions.

e Recording Server
git@github.com:snyderp/bits-phishing-
server.git
Python web server that records the information sent
by each browser extension.

e Phishing Server
git@github.com:snyderp/bits-phishing-
survey.git
Python web server that implements the simulated

18 LASER 2016 ¢ Learning from Authoritative Security Experiment Results

USENIX Association



phishing attack on the university’s single sign-in
system, along with the debriefing study.

e Signup Server
git@github.com:snyderp/bits-phishing-
signup-server.git
Python web server that runs the system that
publishes information about the study, allows users
to signup for the study, and verifies that users meet
the study participation requirements.
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Towards robust experimental design for user studies in security and privacy

Kat Krol, Jonathan M. Spring, Simon Parkin and M. Angela Sasse
University College London

Abstract

Background: Human beings are an integral part of com-
puter security, whether we actively participate or simply
build the systems. Despite this importance, understand-
ing users and their interaction with security is a blind spot
for most security practitioners and designers.

Aim: Define principles for conducting experiments into
usable security and privacy, to improve study robustness
and usefulness.

Data: The authors’ experiences conducting several re-
search projects complemented with a literature survey.
Method: We extract principles based on relevance to the
advancement of the state of the art. We then justify our
choices by providing published experiments as cases of
where the principles are and are not followed in practice
to demonstrate the impact. Each principle is a discipline-
specific instantiation of desirable experiment-design ele-
ments as previously established in the domain of philos-
ophy of science.

Results: Five high-priority principles — (i) give par-
ticipants a primary task; (ii) incorporate realistic risk;
(iii) avoid priming the participants; (iv) perform double-
blind experiments whenever possible and (v) think care-
fully about how meaning is assigned to the terms threat
model, security, privacy, and usability.

Conclusion: The principles do not replace researcher
acumen or experience, however they can provide a valu-
able service for facilitating evaluation, guiding younger
researchers and students, and marking a baseline com-
mon language for discussing further improvements.

1 Introduction and aims

Security mechanisms are incorporated into IT systems to
protect them or the information they contain. Protection
can extend to the regular activities of users and the sys-
tems they interact with, relying on them to behave in a
secure manner. In the past, humans have been referred

to as the “weakest link” in security, where insecure ac-
tions — be they malicious or unintended — can jeopardise
systems and expose them to threats [55]. Research from
1999 onwards [1, 64] has shown that the systems them-
selves can introduce security weaknesses, by being un-
usable and a bad fit to the tasks performed by users of
those systems [53], in turn making secure behaviour dif-
ficult. Usability is then an important factor in the design
and deployment of security mechanisms, where treating
usability as an after-thought to be added to an existing
system can instead impact security [65].

Particularly for complex IT systems, users tend to fail
— rather than knowingly refuse — to comply with security
expectations [33]. Potential reasons why users do not
comply include: security-compliant behaviour demands
too much of them, the need to comply is not obvious to
the individual, or the definition of compliant behaviour
is simply unworkable. In all of these cases, individuals
may rationalise that behaving securely is not worth their
time or effort if there are no perceived personal bene-
fits [24]. The result of this rationalisation is often that
users develop coping strategies to reduce the demands of
security, work around security systems, or become disen-
franchised with security if it continues to act as a distrac-
tion and a barrier [2]. For instance, users may rationalise
when considering whether to maintain a written note of
a password as a recall aid, even though humans are not
adapted to such memory tasks.

The users’ efforts to make use of the system, by ratio-
nalisation or otherwise, often conflicts with the security
architects’ efforts to secure the system [61]. User efforts
to cope with the demands of security are only exacer-
bated by security architects who insist that users can be
trained to perform security tasks (e.g., [6]), even though
usable security research demonstrates that there are cases
where this is untrue [9]. Individuals and groups develop
their own alternatives to security if the security architec-
ture does not accommodate the users’ security needs. Of-
ten groups use their own approximation of what a secure
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system should do while attempting to respect the need to
behave securely [34]. Mandates and restricted systems
further undermine users when security managers and de-
signers do not understand the user [25, 52]. Thus the
user aspect of the system cannot be avoided, ignored, or
designed out by the security architect.

The body of evidence in security usability is growing
both in general knowledge on how users make security
and privacy choices and also for the use and challenges
of specific technologies, such as encryption [64, 57, 49].
One notable development was the definition of “Grand
Challenges” for achieving user-centred security in 2005
by Zurko [67], stating that for those developing secure
systems:

“The body of experience testing the usabil-
ity of security both in the lab and in context
will define the techniques and tools we need
and can use. It will also generate a body of best
practice we can begin to systematize in check-
lists and expert evaluations.”

In this paper, we offer such a systematisation by pro-
ducing a set of principles for user studies of both secu-
rity and privacy. The principles complement each other,
and are interdependent. Such a set of principles can sup-
port the development of robust study outcomes, com-
parison of results across user studies, and composition
into a meaningful body of evidence centred around the
users’ security technology experience. We review a con-
cise set of experiments studying user security technology
use. The result of the review is five principles which can
be reviewed in advance of performing a study or to help
guide evaluation of past studies.

Zurko [67] states that explicit security mechanisms
that are incomprehensible to users and which are not in-
tegrated with the task are not effective. There is then a
need to capture end-user understanding of security and
how security fits with their activities. Researchers who
consider these principles will have a language to express
assurance that their study is applicable, consistent, reli-
able, and should be believed. Furthermore, the princi-
ples assist in establishing relationships among outcomes
of different studies on elements such as: identifying user
needs, user risk profiles, impact of using particular tech-
nologies, and the impact of certain more-or-less con-
trolled conditions of use. Findings can then be collated
within specialised frameworks, where efforts are already
underway in the research community — these include the
“human in the loop” framework developed by Cranor in
2008 [13], and a repository of behavioural science find-
ings as relate to IT-security [44].

The paper is arranged as follows: Section 2 describes
background on general rules of research validity; Sec-
tion 3 describes the process followed to derive the prin-

ciples; Section 4 details the recommended study princi-
ples for examining the usability of security and privacy
technologies. Discussion follows in Section 5, followed
by Conclusions.

2 Background

Hatleback and Spring [22] identify and explain four de-
sirable experiment design features by analogy with biol-
ogy that should apply to experiments in computing and
computing security, analogous to principles proposed
specifically in malware research [51]. The four princi-
ples are:

Internal validity: The experiment is of “suitable scope
to achieve the reported results” and is not “suscep-
tible to systematic error” [22, p. 451]

External validity: The result of the experiment “is not
solely an artifact of the laboratory setting” [22, p.
451]

Containment: No “confounds” in the results, and no
experimental “effects are a threat to safety” of the
participants, the environment, or society generally
[22, p. 452]

Transparency: “there are no explanatory gaps in the ex-
perimental mechanism” and the explanatory “dia-
gram for the experimental mechanism is complete”
in that it covers all relevant entities and activities.
[22, p. 452]

These four terms come from a background of experimen-
tal and quantitative research. In considering robust ex-
perimental principles in the junction between IT-security
practice and behavioural sciences research, Pfleeger and
Caputo [44] suggest that steps be taken to reduce con-
founding variables and biases, to then support transfer-
ability. Qualitative and case-study based research meth-
ods have analogous principles, although they are derived
and ensured differently. The qualitative research meth-
ods tradition roughly makes the following translations.
Validity [43] usually refers specifically to internal va-
lidity, whereas transferability (or generalisablity) [30]
maps to external validity, trustworthiness [40] and cred-
ibility [29] map to transparency, and containment is ex-
pressed as ethics in research design and execution [11].
A famous principle in philosophy of science is falsifi-
ability: the idea that good theories are those whose truth
can be tested and hypothetically fail [45]. For Popper,
a good experiment is taken to be one that tests an exist-
ing theory. Successful theories pass more tests than oth-
ers. However, one must immediately ask how to design
such an experiment, and what features it should have.
Further, when two results conflict, we must evaluate the
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strength of evidence provided by each experimental re-
sult [39, p. 146]. Our principles provide positive, con-
structive guidance for both these processes that the falsi-
fiability concept does not directly supply. That is, these
principles provide something of the ”how” to experiment
design.

3 Methodology

Our methodology for selecting which principles to dis-
cuss followed two phases. First, we oriented our search
in broad strokes by the categories of desirable features
introduced in the Section 2. These categories are de-
rived from scientific investigation more broadly and en-
joy general support across multiple disciplines, and thus
provide a reasonable starting point. They are also explic-
itly very general, and so require more detailed specifi-
cation for challenges common to our particular field of
interest, user studies in security and privacy.

The second phase of our methodology was to evaluate
and select principles based on our expertise and experi-
ence. We thought it important that studies should be re-
alistic, bias as little as possible and use precise language
and we structured these high-level goals into principles.
The process of specifying them was as follows. First pri-
ority was that we had personal empirical experience de-
signing studies that meet these principles and overcome
the underlying challenge. Thus we prioritised principles
for which we feel we have an adequate and accurate for-
mulation. We also selected principles based on our per-
ception of the importance to a high-quality study, where
high-quality means one can explain adequately how it
meets the four high-level rules of internal validity, exter-
nal validity, containment, and transparency. These prop-
erties are not commensurate, that is they are not mea-
sured in equivalent units and thus are not directly com-
parable. Therefore we employed expert judgement to
decide whether a certain drop in containment from one
common challenge is more or less damaging to study
quality than some certain drop in external validity, for
example. We did not consider a rubric or other counting
exercise to adequately help our principle selection pro-
cess; the qualities are too contextual and rich to so easily
put into bins.

Thus, one may reasonably disagree with our choice of
principles. We would like to stress that the five princi-
ples we propose are what we have found important in
our research and they might not be applicable to all types
of studies and all research areas within usable security
and privacy. As part of future work, our proposed princi-
ples should enable quantitative, empirical measurement
of study outcome differences to further improve study
design understanding. This experience-first strategy is
more likely to produce an incomplete list, but our recom-

mendations are more likely to be accurate. Secondly, we
emphasise our set of principles is not meant to be exhaus-
tive, but only accurate and high-value recommendations.
From this point of view, additional principles of equally
high quality are welcome from the rest of the community
based on others’ study design experience. At present, we
prefer to be somewhat conservative in our coverage and
confident the principles we recommend are accurate and
useful.

4 Results: Principles

Our principles come from one of two angles, roughly
those from security studies and those from user stud-
ies. More specifically, our principles arise from the fol-
lowing two challenges, (1) subject-matter-specific prob-
lems common to security generally interacting for the
first time with techniques for exploring user experience,
and (2) general challenges of human experience stud-
ies that have particularly pervasive or damaging impact
when they arise in security usability. We propose five
principles for robust experiment design; the first three
are security subject-matter issues, and the second two
are general user experience study problems with partic-
ular impact for the applicability of behavioural research
outcomes in IT security [44].

e Give participants a primary task

Ensure participants experience realistic risk

Avoid priming the participants

e Perform experiments double blind whenever possi-
ble

Define these elements precisely: threat model; se-
curity; privacy; usability

These five principles for robust studies in usable secu-
rity are best viewed as subject-matter specific elabora-
tions of desirable experiment-design elements for robust
study design from across the sciences. Although in some
important ways these principles are not new because they
are based on existing ideas, in other important ways these
recommendations are unique because they have been tai-
lored to the specific challenges common to user studies
in security and privacy.

The genesis of our principles is learning from exper-
iments we have participated in or have read about; in
parallel, the target impact of our proposed principles is
to better learn from experiment. We have generated the
principles by learning from shortcomings in our own ex-
periment designs and those of others. However, in order
to best learn from experiments in the future it would be
prudent to follow the principles as recommendations or
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heuristics for overcoming some of the most common er-
rors that arise in usable security studies; thus our princi-
ples are open to future revision, addition, and amendment
as warranted.

We use past work as a series of case studies to elicit
these principles, and use analogy to existing literature in
other fields as evidence that our conclusions are robust
and not mere idiosyncrasies of the cases used. Usable
security makes use of methods from both qualitative and
quantitative research disciplines. A measurement study
may be used on a subset of participants to examine the
extent to which the values reported by the humans match
objective values of behaviour captured by a sensor. For
example, privacy studies have repeatedly identified a dis-
crepancy between reported preferences and actual be-
haviours (e.g. [60, 28]). Therefore we make use of the
study design principles from both traditions, where ap-
propriate. Subsequently, we describe how each of the
five principles relates to widely-accepted generic princi-
ples of good study design.

4.1 Primary task

By giving participants a primary task in a study we make
sure they are put in a realistic situation. In real life, peo-
ple use computers in order to accomplish some task, be
it to send an email, make a purchase or search for infor-
mation, and so security as a task is secondary to a main
purpose.

In usable security research, Brostoff and Sasse [10]
were the first to have a primary task in their study. In
a 3-month field trial, 34 students used an authentication
mechanism called Passfaces to access their course ma-
terials. Although users were positive about the idea be-
hind Passfaces when asked about it, a 3-month trial of
participants using Passfaces and passwords in practice
painted a different picture. The results show that the fre-
quency of logging in to the system dropped when Pass-
faces guarded access to the system; participants logged
in with one third of the frequency when they authenti-
cating using a grid of Passfaces rather than passwords.
Since logging in using Passfaces took longer, more re-
cent research of security behaviours (e.g., [63]) would in
retrospect imply that participants decided that it was not
worth their time to spend a minute logging in only for a
few minutes of work on a system.

Giving participants a primary task while we study their
security behaviour is related to two important features
in usable security. First, users in the real world have
a primary task which is interrupted by performing se-
curity tasks. Including a primary task makes sure the
experiment simulates the real world accurately enough
to be meaningful; this is a form of ensuring external
validity or transferability. A primary task adds exter-

nal validity in another way, namely we know from psy-
chology that human attention and other mental resources
are bounded [59], where such bounds can impact se-
curity [3]. Further to this, users would rather achieve
their goal than be distracted by secondary tasks that di-
vert their attention from the primary task [63]. Her-
ley [19] urges security designers to be mindful of how
much security-related effort is demanded of users, and
to use what is available to them wisely. Having the full
mental resources of a participant available for a security
task in a study setting does not necessarily translate to
that person wanting — or being able — to devote their men-
tal resources solely to security in a more realistic setting.

Giving participants a primary task in a study is not al-
ways appropriate. For example, user testing of a new
authentication mechanism is a multi-stage process from
requirements gathering to evaluation post-adoption. At
one of the early stages, it is advisable to conduct a per-
formance study with users to assess if a security-related
task is achievable. For example, it would be confirmed
whether it is possible to read and enter the digits from an
RSA token into an entry field within the defined expiry
window for a generated series of digits. In research on
CAPTCHAs (Completely Automated Public Turing test
to tell Computers and Humans Apart), many studies have
focused on establishing if a paricular type of CAPTCHA
is decipherable (e.g., [20]). Ideally such performance
evaluations would be complemented with studies to as-
sess user acceptance and suitability in real-life interac-
tions to assess whether solutions are viable in genuine
user populations.

Creating a primary task is difficult, and requires time
and effort. Preibusch [47] provided a guide on how
to study consumers’ privacy choices in the tradition of
behavioural economics and advocated using real-world
shopping scenarios as a main approach. Researchers
should create real shopping scenarios to study privacy
choices; in this instance real means the participant can
browse in an online shop, buy and pay for goods, and re-
ceive them. Studies in privacy have used primary tasks
including purchasing gourmet goods [46], DVDs [5] and
cinema tickets [31]. Some examples of primary tasks
used in security studies include asking participants to
buy goods from online retailers (e.g., [4]) and evaluate
a tool for summarising academic articles [36]. While
all experiments mentioned above were confined to a uni-
versity laboratory, researchers are also increasingly con-
ducting security experiments in the wild. A notable ex-
ample is a field experiment by Felt et al. [17] which
tested six proposed SSL warnings in Google Chrome and
recorded 130,754 user reactions. The research has supe-
rior methodology since the behaviour of actual users is
recorded as they are going about their daily online ac-
tivities, and there is arguably no better primary task than
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the actual one that a user naturally chooses to do them-
selves. However using such superior methodology is not
within reach of most academics and more collaborations
between industry and academia are necessary to make
such studies possible.

4.2 Realistic risk

Like the importance of a primary task, a realistic risk is
part of the design principle of providing a realistic task
environment for study participants, because the poten-
tial for real consequences is part of a realistic experience
of security. Enumeration of the risks of usability failure
is also important to the design of secure systems [67].
Participants are under ‘realistic risk” when they perceive
there is a threat to the security and privacy of their own
information.

An experiment should introduce realistic risk to par-
ticipants because people behave differently if they know
a situation is a simulation. Lack of a realistic risk threat-
ens external validity, where this threat stems from the fact
that participants’ perception of risk is one of the things
(implicitly) being tested, and it changes if participants
know a situation is a simulation. In this sense, lack of re-
alistic risk causes the experimental results to be solely an
artifact of the laboratory setting, with no adequate analog
in the real world, and so transferability or external valid-
ity is undermined. Participant risk perception variability
also represents a threat to the internal validity of a study
when participants are exposed to different perceived risks
without measuring, controlling, or monitoring those dif-
ferences during the study.

Studies have introduced realistic risk to participants in
different ways. Schechter et al. [54] (described in more
detail below) asked a group of their participants to log
in with their actual credentials to online banking. In a
study by Beresford et al. [5], participants were purchas-
ing DVDs and entered their own details to complete the
purchase and have the products shipped.

The impact of using participants’ actual credentials
has been tested directly. Schechter et al. [54] tasked
their participants with performing different online bank-
ing tasks, and manipulated a range of different website
authentication measures such as HTTPS indicators and
website authentication images. A group of participants
in their experiment used their actual credentials while
others role-played with simulated credentials. The re-
searchers found that those participants who used their
own credentials in the experiment behaved more securely
than those using credentials provided for them.

In a study by Krol et al. [36], participants brought their
own laptops to the laboratory and if they downloaded a
file despite a security warning, it could have potentially
infected their own computer with a virus. In interviews

afterwards, a few participants stressed that if they have
to download something from an untrusted source, they
would do it on a public shared computer in order not to
put their own machine in jeopardy. However, owning
the laptop is not the only element of realism perceived
by participants as 29 out of 120 participants said they
considered the laboratory a trusted environment and as-
sumed that the researchers checked the files beforehand
and would not let them download something malicious.
This fact highlights the need for continued assessment of
users’ perceptions of risk, both before and after studies,
to improve researchers’ interpretation of results and un-
derstanding of user attitudes.

Obviously inserting a realistic risk into a study pro-
tocol causes an interesting trade-off with containment,
however, that must be addressed through the institutional
review board (IRB) process. If the IRB is unfamiliar
with the relevant technologies, the Menlo report [14] pro-
vides a framework for deciding whether the study poses
too much of a threat to prospective participants. The
Menlo report elaborates four principles for information
and computer technology (ICT) research: respect for per-
sons, beneficence, justice, and respect for law and public
interest. These principles are based on ethics in biomed-
ical studies but are thoroughly adapted for the ICT con-
text.

The challenge of creating an ethically sound study
with a realistic risk may lead a researcher to opt for sac-
rificing the external validity and ignoring this principle.
Usually when a study sacrifices external validity it is to
gain internal validity, losing representativeness in order
to more carefully control the effects being studied. When
internal and external validity are exchanged in this way,
it immediately suggests a family of studies, some with
strict controls and some descriptions of the real world
and a gradient of more or less controlled studies in be-
tween, that could be synthesised in order to provide ap-
propriate explanation for the phenomena. Relaxing the
principle of a realistic risk to the participant does not pro-
vide such an exchange; if anything it negatively impacts
both internal and external validity. The research into se-
curity usability has up to this point done a great deal of
work in identifying factors which influence security be-
haviour — increasingly research is finding that the proper-
ties or severity of these factors can encourage a particular
response to security. Individual utility of security can be
influenced by factors personal to them; for example, the
complexity and number of passwords that a person must
manage can — once it reaches a perceived ‘limit’ — en-
courage the reuse of passwords or a reliance on recall
aids such as written notes [2, 24].
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4.3 Avoidance of priming

Priming is exposing participants to some information
that might influence how they subsequently behave in
the experiment. Non-priming the participant helps avoid
biases such as demand characteristics where the partic-
ipant gives answers based on what they believe the ex-
perimenter expects of them. Non-priming is an issue of
internal validity, but also containment if the researcher
comes into possession of personal or otherwise sensitive
information. Non-priming can be achieved by simply not
telling participants much about the purpose of the study,
it can range from keeping the study description general
to actively telling lies to participants. A common way to
avoid priming is to deceive participants about the actual
purpose of the study. Deception has been used in our
field of research; Egelman et al. [15] advocate deception
for user studies in security and privacy to produce gen-
eralisable findings. Krol et al. [36] told their participants
they were examining a summary tool for academic pa-
pers where in reality they studied participants’ reactions
to download warnings.

Again ethical questions arise from the fact that partici-
pants are lied to. Psychology has traditionally dealt with
this dilemma by requiring researchers to debrief partici-
pants at the end of the study and tell them what the ac-
tual purpose of the research was. However researchers
have warned about potential negative consequences that
might arise from deception. Horton et al. [27] empha-
sise that using deception can make participants distrust
researchers in future studies. Researchers in the field
of economics tend to avoid deception altogether as this
could falsify the research results [26].

4.4 Double blind

In a double blind experiment, both the participant and
the person executing the experiment do not know details
of the study — this limits the capacity for either party to
influence the study outcomes through knowledge of the
study design itself. Traditionally used in medicine [50],
the person executing the experiment would not be in-
formed as to whether a patient is receiving an active
medicine or a placebo. In this way, the designers of a
medical trial hope to avoid a situation where an experi-
menter administering medicine treats the subject differ-
ently or influences the results in any other way. Dou-
ble blind experiment design can improve internal valid-
ity and containment by preventing accidental transmis-
sion of biases, research goals, or sensitive information
between the researcher and the participants.

To the best of our knowledge, experimental procedures
using double blind have been used only once so far in us-
able security and privacy research. Malheiros et al. [41]

studied individuals’ willingness to disclose information
in a credit card application. They employed three un-
dergraduate psychology students to conduct experimen-
tal sessions. The students were told that the study was
exploring individuals’ willingness to disclose different
types of information on a loan application for an actual
loan provider. In reality, the study was looking at partic-
ipants’ privacy perceptions.

As previously, there are ethical considerations with not
telling the entire truth not only to participants but also
the person executing the experiment. Running a useful
double-blind experiment introduces challenges to the ex-
periment design. For example, if the person who exe-
cutes the experiment is unaware of the purpose of the
study, they for example cannot ask specific questions
in response to the participant’s behaviour, which may
be valuable to adequately interpret the participant’s be-
haviour in situ. Debriefing at the end of the study ses-
sion might not be possible as the experimenter is not ad-
equately prepared to do so themselves, and another re-
searcher would need to be present to debrief the partic-
ipant. Such an approach would further require that the
experimenter be debriefed at the end of the study.

4.5 Define: threat model, security, privacy,
usability

There are two important ways in which the researcher
must carefully attend to how meaning is assigned to
terms during explanation and during execution. Firstly,
terms must have precise and well-defined meanings
when articulating the design, protocol and results of an
experiment to colleagues; secondly and more subtly, the
researcher should be careful not to bias participants by
priming them with definitions provided during the course
of a study. In the first case, being clear and consistent
with definitions during experiment design and execution
improves internal validity. This reduces the chances for
error or imprecision that would lead to systemic design
flaws, as would result from confusion of similar concepts
that are actually distinct at the detail level of experimen-
tal examination. Clear definitions improve transparency,
trustworthiness, and credibility when describing and ex-
plaining an experiment. In the more subtle case, it is
generally desirable that the researcher not provide any
definitions of terms to the subject participants, to avoid
biasing the participants’ answers. This sense of atten-
tion to definitions overlaps heavily with the avoidance of
priming, discussed in more detail in Section 4.3.

The terms we find to be most commonly impacted by
definitional problems are threat model, security, privacy,
and usability. These words are central to all research in
the field, so it is both unsurprising and troubling that the
terms are hard to define. Definitional disputes about the
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term information continue in information science, for ex-
ample [66]. The difficulty is unsurprising because re-
search in any field can be interpreted as wrestling with
creating precise agreement for defining the terms and re-
lations among them that adequately describe the mech-
anisms under study. The lack of definition is simulta-
neously troubling because lack of specificity prevents a
genuine discussion about the merits of competing defini-
tions to capture the mechanism adequately and instead
hides behind ambiguity. Researchers should consider
and contrast different terms in forming their own under-
standing to promote their ability to support study partic-
ipants in articulating their own perspectives.

When articulating the design, protocol, and results of
studies, researchers should take as a starting point the
most widely agreed upon definitions. Shared definitions
are critically important to a well-functioning research
culture and community because without shared defini-
tions we cannot genuinely compare results among stud-
ies. Appropriate international standards bodies include
IETF (Internet Engineering Task Force), IAB (Internet
Architecture Board), ISO (International Organization for
Standardization), and IEEE (Institute of Electrical and
Electronics Engineers). If these starting points are in-
sufficient, then the researcher has a firm point of depar-
ture to explain why this is so; however, redefinition must
be careful and must ensure usage does not slide between
different definitions of a term without noting so doing.
The security glossary from the IETF is an informational
document that provides an excellent starting point [58].
Departures from definitions should be clear and justified.
Therefore it is worth excerpting from the RFC for each
of the terms to discuss common departure points.

Threat is ““a potential for violation of security, which
exists when there is an entity, circumstance, capability,
action, or event that could cause harm” [58, p. 303]. Note
that this does not define threat model, which is the set of
threats and countermeasures considered relevant to the
system at hand. Considering the relevant set of threats is
essential for the external validity of a study.

Security is “a system condition that results from the es-
tablishment and maintenance of measures to protect the
system,” where the measures taken are suggested as de-
terrence, avoidance, prevention, detection, recovery, and
correction [58, p. 263]. Studies often must contribute to
a specific aspect of security, as it covers a broad range of
activities. Authors would do well to specify which mea-
sures or aspects of the system condition of security on
which their study focuses.

Privacy is “the right of an entity (normally a person),
acting in its own behalf, to determine the degree to which
it will interact with its environment” [58, p. 231]. This
term has a particularly rich history of being difficult to
define cleanly. For a comprehensive overview of the dif-

ferent definitions of privacy see the work of Giirses [21].

Usability is not directly defined by the IETF, however
it is referenced as one of the two requirements for the
availability pillar of the classic confidentiality-integrity-
availability triad. Availability is “the property of a sys-
tem or a system resource being... usable... upon de-
mand...” [58, p. 29]. This supports the idea that, if avail-
ability is a requirement, an unusable system cannot be
secure. Meanwhile, the failure of the standards to have
even an informational definition of usability while giv-
ing it such a prominent position serves to highlight the
importance of research in usable security. The usable se-
curity community cannot contribute to filling this gap for
the Internet community as a whole if we are not clear
about our own definitions.

A definition of usability is provided in the ISO 9241-
11 standard for “office work with visual display termi-
nals”, as the “Extent to which a product can be used by
specified users to achieve specified goals with effective-
ness, efficiency and satisfaction in a specified context of
use”. In studies, the inclusion of a primary task then
provides an approximation of the context of use, against
which to measure these qualities.

Although researchers need to be clear when communi-
cating their definitions to peers, while conducting stud-
ies the researcher should not provide definitions to the
participants when participant perceptions of these terms
are being studied. Providing or sanctioning responses
threatens the study because it injects a systemic error
in the form of the researcher’s pre-conceived definitions,
threatening internal validity. Methods for avoiding even
accidental transfer of ideas from the researcher to the
participant are discussed in Section 4.3 and Section 4.4
on avoiding priming and performing double blind exper-
iments, respectively.

We are often studying the definitions, because secu-
rity and privacy mean different things to different peo-
ple. The gap between security architect and user defi-
nitions of security is demonstrated by an example study
on CAPTCHAs. Krol et al. [37] asked participants to
make purchases on a ticket-selling website and part of
the check-out process was to solve a CAPTCHA. After
the purchase, participants were interviewed about their
experience. In the security community, the security of
CAPTCHA:s is considered in terms of them being solv-
able by humans and not by robots. This is to protect the
system from automated attacks leading to for example
unavailability of the service to actual users. In the study,
when participants mentioned security they did not speak
about how well the CAPTCHASs protected the services
but worried about the security of their own accounts and
personal data.

Defining basic terms can be difficult as their meaning
is often contextual. The challenge is to be precise, con-
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sistent and open to discussion with others.

4.6 Additional considerations

There are two areas which we treat as additional consid-
erations, which are important but for which we have no
direct recommendations: sampling bias, and the impact
of current events on participants’ perception and compre-
hension of security.

4.6.1 Sampling bias

An important consideration that we did not include in the
principles is sampling bias. Sampling bias is, roughly,
when the sample studied in an experiment is not rele-
vantly representative of the population to which the re-
searcher generalises their results. Therefore it is a type
of threat to external validity. Sampling bias is a com-
mon scientific problem which has been studied in both
psychology and information security, and thus it should
not be surprising that user studies in security and privacy
also contend with sampling bias.

In the larger fields of psychology and security, sam-
pling bias has been studied in different ways. Many
psychology research studies have had undergraduate stu-
dents as participants, where a study with a mean partici-
pant age of 19 is not uncommon. Further, studies in psy-
chology often rely on participants drawn from Western,
educated, industrialised, rich and democratic (WEIRD)
societies. Heinrich et al. [23] showed that these partic-
ipants are not representative of all humans and are of-
ten outliers. In psychology, it often appears to be the
richness or complexity of human individuals or systemic
cultural differences that drives sample bias concerns. In
information security, sampling bias is more often treated
as an artifact of the sensor choices or as an artifact inten-
tionally inserted by the adversaries being studied [42].
Sampling bias in information security may be assessed
by technical measures with individual components which
compare the whole sample to the population of available
properties, such as total viable IP addresses [62]. How-
ever, like psychology, the argument for what qualifies
a sample as sufficiently or relevantly unbiased must be
made on a case-by-case basis.

In the field of usable security, sampling bias has al-
ready been discussed in at least two ways. Firstly, there
has been a discussion as to whether samples drawn from
crowd-sourcing platforms are representative of the wider
population [32, 56]. Secondly, some studies have fo-
cused on the security and privacy of hitherto under-
studied populations. For example, Elliott and Sinclair
Brody [16] studied the security and privacy needs of
Afro-American New Yorkers. Bonneau and Xu [7] stud-
ied how character encoding can influence the choice of

passwords for English, Chinese, Hebrew and Spanish
speakers.

In our own studies, we have used pre-screening
to maximise diversity of samples to include users of
different age groups, gender and educational back-
grounds (e.g., [38]). Pre-screening is our best effort to
match our study sample to the population who uses the
technology we are studying. In many cases, we do not
know what subset of the whole human population is actu-
ally our target population of users, which makes targeting
the correct sample particularly difficult. We have not had
participants from non-WEIRD population groups in our
own studies, thus we feel less qualified to talk about how
to address this. How usable security is different from
other disciplines in this respect requires further investiga-
tion, which is why we have not listed formal recommen-
dations in this regard as we have for our five principles.
Our general advice is to be mindful of the bias of one’s
research sample and not to frame any results as if they
were universally applicable, but rather to frame results
as applicable only to the population group(s) studied.

4.6.2 Current events

Participants often need to be considered in their social
context, rather than as isolated individuals. While this
tension is common between psychology and sociology,
it is particularly important in security and privacy user
studies because the social backdrop of information se-
curity has been changing so rapidly over the last two
decades.

In Section 4.5, we elaborated on definitions of threat
model, security, privacy and usability as a means to sup-
port dialogue with study participants as to what these
concepts mean to them. Similarly, participants will de-
velop an understanding of these concepts from the en-
vironment around them. Rader and Wash [48] found
that people develop knowledge of security from both in-
cidental and informal sources. Those who proactively
learnt about security would learn — through sources such
as news articles — about how to protect themselves from a
range of attacks; others would learn incidentally by way
of stories from others, sharing ideas primarily about the
kinds of people who might attack them. Participants’
perspectives about security may then be shaped by cur-
rent events as they are documented and discussed with
others. This may then require researchers to in some
way be mindful of the current events around the time of a
study — participants’ perceptions may not be stable over
time (and distinct studies) as the outside world changes.

28 LASER 2016 ¢ Learning from Authoritative Security Experiment Results

USENIX Association



5 Discussion

In this section, we discuss how researchers and practi-
tioners could apply these principles. The principles do
not replace researcher acumen or experience, however
they provide a valuable service for facilitating evaluation,
guiding younger researchers and students, and marking
a baseline common language for discussing further im-
provements.

Our list of recommendations does not trivialise the dif-
ficulty of the research to be done. There is no replace-
ment for the researcher’s experience and skill; yet best
principles to check for when designing, executing, or
evaluating an experiment help in other critical ways. In
weighing the advantages and disadvantages of checklists
as a component of repeated procedures, Klein [35] notes
that checklists should not supplant expertise but can be
used to break complex procedures into repeatable steps.
Most surgeries use checklists, but this improves patient
outcomes only when hospital staff are properly trained
and understand the checklist [12], unsurprisingly. Sim-
ilarly, our mere process of listing these principles is not
sufficient to improve research outcomes.

It may be that researchers in the field of usable secu-
rity and privacy combine experiment tools to respond to
the principles. Bravo-Lillo et al. [8] for instance have de-
veloped a reusable research ethics framework. Ferreira et
al. [18] use a formal modelling technique to define tech-
nical and social threats as a precursor to designing and
running experiments which involve human participants
— such an approach may be applied to define the threat
model for a study.

Security practitioners and developers of automated IT
systems may want to account for the user when building
security mechanisms that require human interaction — re-
search that considers the principles can be more readily
applied within a repeatable framework as advocated by
Cranor [13]. Study of security alongside a primary task
can identify communication impediments; realistic risk
can characterise personal variables; clearly-articulated
threat models can convey how behaviour and security
mechanisms under evaluation respond to anticipated at-
tacks.

6 Conclusions and future work

The five principles presented here provide an excellent
example of learning from past experiments in order to
produce incrementally better experimental designs going
forward. Although we do not claim that the principles
are exhaustive, they provide a fruitful starting point for
reflecting on experimental design principles within the
specific subfield of usable security and privacy research.
The principles of primary tasks, realistic risks, avoiding

priming, conducting double blind studies, and defining
terms are reasonably intuitive from surveying the litera-
ture and have demonstrated benefits.

We recommend that anyone designing an experiment
in usable security and privacy considers these principles
carefully. If, after consideration, the researchers decide
one or more principles do not apply to their study design,
we simply recommend that they explain why when re-
porting their studies. This also serves to more concretely
define the validity of subsequent study findings relative
to the work of others in the field and in the wider world
of security practice.

The work of describing principles that are important
to experiments and other structured observations within
a field is never done. The process is iterative; as helpful
principles are applied more widely in new studies, new
challenges will arise as old best principles are mastered.
To facilitate such advancement of the field, future work
should continually analyse the trade-offs between inter-
nal validity and external validity and the challenges of
providing transparency and containment. With an eye
keen to these potential problems, we can catalogue both
further study designs and their impacts upon the capacity
to capture user experiences of security technologies.
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Abstract

Background. Visualization tools have been developed
for various network analysis tasks for Computer Net-
work Defense (CND) analysts, yet there are few empir-
ical studies in the domain of cyber security that validate
the efficacy of various graphical constructions with
respect to enhancing analysts’ situation awareness.

Aim. The aim of this study is to empirically evaluate
the utility of graphical tools for enhancing analysts’
situation awareness of network alert data compared
with traditional tabular/textual tools. This paper focuses
on results of the study and lessons learned for future
similar studies.

Method. A tabular display was presented along with
two alternative graphical displays in a web-based envi-
ronment to 24 experienced network analysts. Partici-
pants were asked to use the displays sequentially to
identify intrusion attempts as quickly and accurately as
possible. Data were fabricated by an experienced ana-
lyst and do not rely on alert data from a real network.

Results. Analysts performed well on the tabular (base-
line) display and also preferred this display to others.
However, they were slightly faster and similarly accu-
rate using one of the graphical alternatives (node-link).
Subjective feedback shows that many analysts are re-
ceptive to new tools while some are skeptical.

Conclusions. Graphical analysis tools have the capabil-
ity of enhancing situation awareness by preprocessing
and graphically arranging data for analysis. Real-world
analysts bring a wealth of experience and insight to this
sort of research, and the large number of expert re-
sponses included in this study is unique. Tempering
analyst expectations for the study by clearly explaining
the study environment and tasks to be completed would
likely lead to more accurate results.

1. Introduction

Suspicious computer network activity identified by an
Intrusion Detection System (IDS) requires Computer
Network Defense (CND) analysts to make quick, accu-
rate decisions about activity that warrants further inves-
tigation and possible remediation. In this initial triage

phase of intrusion detection, details on any potential
attacks are less important than overall situation aware-
ness of suspicious activity as identified by the IDS con-
figuration. Constant monitoring of textual log files is a
difficult task for humans, even for analysts who are
trained to quickly recognize abnormal patterns in the
data. There exists an opportunity to develop and im-
plement visualizations that preprocess and graphically
arrange data to aid in the cyber security analysts’ search
activities, however graphical techniques have not seen
wide implementation in analysts’ operations [7]. This
paper discusses a user study that investigated three in-
terfaces for representing network alert data to gain in-
sight on features and visual attributes that would be
most effective for enhancing analyst situation aware-
ness. The focus of this paper is on the design of the
study and how subjective feedback from the study may
inform and improve the design of future studies.

1.1. Background

Visualization tools have been developed for various
network analysis tasks for CND analysts, including
identifying salient features in datasets, tracking anal-
yses, reusing effective workflows, testing hypotheses,
and so on. However, in general, there are few available
studies in the domain of cyber security that validate the
efficacy of various constructions with respect to en-
hancing analysts’ comprehension of alert data. Some
studies have investigated analyst needs and have em-
ployed cognitive task analysis (CTA) [4, 6]. Require-
ments and characteristics of next-generation visualiza-
tions have resulted from these efforts. More research to
better understand analyst needs and validate visual tools
will benefit the state of the art in cyber security network
analysis and the available tools used to support such
analyses.

1.2. Goals of the Study

The overarching goal of this study is to evaluate the
utility of graphical tools for enhancing analysts’ situa-
tion awareness, compared with traditional tabu-
lar/textual tools. Specifically, questions posed by the
study —relevant to the discussion in this paper—
include:

* Do graphical displays enhance performance?
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*  What barriers limit the adoption of graphical
displays?

* What types of graphical displays would be
most effective?

In this paper, only results from experienced network
analysts are considered, even though the study also in-
cluded novices (university students) in the pool of par-
ticipants.

2. Related Work

Evaluating scientific visualization techniques is a
longstanding challenge [1, 2, 10]. Similarly, the field of
information visualization has a strong tradition in pio-
neering research in evaluation techniques [3, 14, 17].
User studies often rely on timing and accuracy infor-
mation collected during the study coupled with subjec-
tive user surveys given after the experiment is complet-
ed. This combination of empirical measurement with
subjective questionnaire is designed to assess the effi-
cacy of a visualization technique with respect to related
methods. However, the analysis of user evaluation stud-
ies remains difficult. These challenges are often com-
pounded by the limited empirical data acquired during
the study. Beyond the specific details of the many user
study experiments, they all share a common goal: to
assess the strengths and weaknesses inherent to a visu-
alization technique or system. Incorporating as many
objective measures as possible into the experiment not
only provides a more robust analysis, but also mitigates
subjectivity often introduced by users’ preferences,
biases, and retrospection.

Due to the nature of today’s complex scientific data,
simply displaying all available information does not
adequately meet the demands of domain scientists. A
wide variety of visualizations for cyber security ana-
lysts have been proposed [16]. Determining the best use
of visualization techniques is one of the goals of scien-
tific visualization evaluations. The types of improve-
ments offered by the method being studied dictate eval-
uation methods. Some evaluations are concerned pri-
marily with technological improvements such as
rendering speed or the management of large data. User
studies have been used to evaluate everything from
aircraft cockpits [15] and surgical environments [13] to
visualization methods [11]. Evaluating visualization
methods that focus on human factors often employ user
studies or expert evaluations to determine their effects
on interpretation and usability. An expert assessment
takes advantage of knowledgeable users to enable more

poignant analysis of use cases and these experts also
bring with them their own preconceptions and prefer-
ences that can skew studies. Traditional evaluation
methods provide mechanisms to gauge aspects of visu-
alizations or environment. Unfortunately, experiments
using surveys to measure user experience introduce
subjectivity and bias from the users. Subjectivity in user
responses may be partially mitigated using question-
naires developed with the Likert Scale [12]. Subjectivi-
ty in evaluation may provide important insights into
how users interact with the systems being studied.
However, subjective measures do not help answer ques-
tions regarding how effective a method is at eliciting
insight from a dataset. This is a primary purpose of vis-
ualization. Our goal and purpose is to use this project as
an empirical study to examine the cognitive aspects of
visual displays with the goal of identifying components
and representations that most effectively aid the com-
puter network analyst in interpreting the underlying
activity in a network sample. Results from the study are
helpful to understand the potential and limitations of the
suggested visual displays attempting to aid analysts’
needs to better achieve their tasks.

3. Study Overview and Method

In the study, participants acted as analysts and their job
was to identify as many network threats as possible
within a limited set of IDS alert data. Because the goal
of the study was to examine how situation awareness
may be enhanced in the initial triage phase, no addi-
tional investigation of alerts was required or permitted
and analysts were expected to discriminate between
potentially malicious and benign alerts based strictly
upon the data presented in the displays. Objective re-
sponse variables include: (1) true-positive rate of identi-
fication of intrusion attempts for each type of display,
(2) false-positive rate of identification of intrusion at-
tempts for each type of display, and (3) time required
for identification for each type of display. Subjective
feedback was also collected and is the focus of the “les-
sons learned” presented in this paper.

3.1. Display Design

Three types of displays were chosen for inclusion in the
study:

1. Tabular display (baseline): Basic functionali-
ty is similar to Microsoft Excel. Participants
could sort and filter data by any parameter,
and individual rows were selected for submis-
sion via checkboxes. See Fig. 1.
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Fig. 2 Parallel coordinates display shown to participants (no alerts selected).

2. Parallel coordinates display (graphical alter-
native 1): This display is one of the most pub-
lished multivariate visualization techniques
[e.g., 8, 9]. Participants could highlight/filter a
range of values on any of the parameters; to
further refine the selection for submission,

ranges on additional axes could be selected.

See Fig. 2.

Node-link display (graphical alternative 2):
This display has been tailored to the task of in-
trusion detection based on related visualization
research [5]. As a participant moused over a
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marker (red dot), a popup appeared showing
details of the alert associated with the source-
destination node pair. Participants could click
any number of markers for submission. See
Fig. 3. This display was selected by an ex-
analyst who had switched to the R&D side of
the house and had experience reviewing many
different display formats.

The source data presented in each display were identi-
cal and were synthesized by an expert from an hour’s
worth of alert messages. For security reasons, it was not
possible to use real data captured from an operational
environment and so data were fabricated for this study.
The data uses an attack scenario where many external
nodes are attacking a smaller number of friendly peer
nodes. The alert data contain three types of intrusion
attempts of varying difficulty: (1) a three-stage intru-
sion that consisted of a web infection, scanning, and
data exfiltration (32 alerts, “easy” difficulty), (2) peri-
odic Trojan scanning (5 alerts, “moderate” difficulty),
and (3) Sality Trojan infection (5 alerts, “hard” difficul-
ty). 42 alerts of a total 139 alerts belonged to one of the

¢ o

\ \

three intrusion attempts. Eight parameters were associ-
ated with each alert message in each of the displays: (1)
alert ID, (2) date/time stamp, (3) source entity/IP, (4)
source port, (5) destination entity/IP, (6) destination
port, (7) destination country, and (8) alert message (see
Fig. 1 for a tabular representation of a subset of the
data).

3.2. Study Design

The study collected background and demographic data,
utilized pre- and post-task questionnaires, and also ob-
tained objective and subjective feedback. The study was
administered as a within-subjects design (i.e., every
single participant subjected to every single treatment).
Each participant completed the task independently
while sitting at a computer workstation using the three
displays sequentially, and the display presentation order
was varied to minimize the effects of practice and order
bias. In other words, each participant completed the
task using their first assigned display (with a time limit
of 20 minutes), then their second assigned display, then
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their third assigned display. Since there are three unique
displays there were six permutations of the ordering.
The order of the displays was assigned such that a simi-
lar number of participants were assigned to each display
order (i.e., roughly equal number of participants were
assigned to the following orderings: TNP, TPN, NPT,
NTP, PTN, PNT, where T=Tabular, P=Parallel Coordi-
nates, and N=Node-link). The computer workstation
consisted of a typical laptop computer, external moni-
tor, keyboard, and mouse with a typical desk and office
chair. The study was conducted in a web-based envi-
ronment; survey questions were administered with the
survey application LimeSurvey' and the main study
task with the three displays was administered via cus-
tom HTML and JavaScript code. The study was ap-
proved by an appropriately constituted institutional
review board (IRB) at ARL.

3.3. Procedure

The procedure used for the study is described in this
section.

Step 1. Study began with a welcome followed by an

introduction of the investigators.

Step 2. Investigators then briefed the participants on
the study and obtain informed consent. Partic-
ipants of this study were given a random iden-

tification number.

Step 3. The investigators explained each visual dis-
play and the techniques for representing a

network system’s attributes.

Step 4. The investigators conducted a demo of the par-
ticipants’ tasks in the web-based environment.

This served as practice for the participants.

Step 5. Investigators provided time to entertain partic-
ipants’ questions concerning their tasks or any

other aspects of the study.

Step 6. Participants completed background, demo-

graphic, and pre-task questionnaires.

Step 7. Participants completed main task of the study
with the three visual representations as de-

scribed in Section 3.2 (i.e., they were present-
ed with the three displays according to the as-
signed ordering and were asked to identify as

many intrusion attempts as possible in each).

Step 8. Participants completed their post-task ques-
tionnaires and provided the investigators with

any final remarks or comments.

" https://www limesurvey .org

Step 9. Investigators lead a debrief session and pro-
vided the participants with a copy of the

signed consent form.

Participants were given a maximum of three hours to
complete the tasks described above as well as tasks for
a similar related study. Most participants completed the
tasks for this study only—including pre- and post-task
questionnaires—in about 1.5 hours. Participants com-
pleted the tasks independently either alone with the
investigator in the room or with the investigator plus
one other participant in the room (but working separate-
ly at opposite sides of the room).

4. Results

Results of the study are presented next, including de-
mographics of the participants, objective performance
of participants on the analysis task, and a subset of
comments provided by participants.

4.1. Participant Characteristics and Demographics

The participant population consisted of 24 experienced
analysts from ARL who actively or previously had con-
ducted CND analyses and were employed by ARL at
the time of the study. These analysts were selected for
inclusion in the study due to their unique skillset and
availability. A majority of the analysts’ full-time job is
monitoring sensors for malicious activity —initially
through generated alerts and subsequently through raw
data logs files. While “expert” is a vague and potential-
ly misleading label, the participants in this study are
considered to be experts specifically at analyzing net-
work data for malicious activity. All were assumed to
be familiar with tabular tools and may or may not have
been familiar with graphical tools. All were eighteen
years of age or older, had 20/20 vision (or corrected
20/20 vision), all passed a test for colorblindness, and
none reported having any other disabilities. Note that
demographic questions did not force a response so
some participants did not answer some questions. Table
1 summarizes participant demographics.

Table 1 Demographics for participants. Some par-
ticipants did not answer one or more of these ques-
tions.

Number of
Analysts

Gender

Female 0
Male 22
Race

White 13
Black or African American 5
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cant at the 0.01 probability level, *** Significant at

the 0.001 probability level).

Tabular Tabular Node-link
vs. PC vs. Node- vs. PC
link

TP +4.50 -1.09 +5.58
FP -13.34 +1.35 -14.7*
Time (min) +3.76* +3.44* +0.32
Accuracy +0.13%* -0.019 +0.15%*
Precision +0.17 -0.033 +0.20%*
Recall +0.11 -0.028 +0.14

Asian 1
Other 3
Age

18-25 years 3
26-35 years 11
36-45 years

46-55 years 2
Highest level of education completed

Some college but did not finish 5
Two-year college degree/A.A./A.S. 7
Four-year college degree/B.A./B.S. 7
Some graduate work 3
Completed Masters or professional de- 2
gree

Experience as cyber analyst

Less than 1 year 2
1-3 years

3-5 years 11
5-10 years 2
Greater than 10 years 1

Table 2 Objective performance parameters for each
of the three displays. TP and FP give the average
number of true positives and false positives identi-
fied, respectively. n indicates the number of re-
sponses considered for the given display—this met-
ric varies because not all analysts completed the task
using all displays.

Tabular Parallel Co- Node-
ordinates Link

n 23 21 23
TP 24.8 20.3 25.9
FP 17.1 30.4 15.7
Completion 15.6 11.9 12.2
Time (min)
Accuracy 0.752 0.624 0.771
Precision 0.670 0.501 0.703
Recall 0.590 0.482 0.617

Table 3 Differences between means of various ob-
jective performance parameters are indicated for

tabular vs. parallel coordinates (PC) and tabular vs.

node-link. Positive values indicate higher values for

the first of each pair. Significance is also indicated (*

Significant at the 0.05 probability level, ** Signifi-

4.2. Objective Performance

Objective performance is measured in terms of: (1) true
positives (TP), false positives (FP), true negatives (TN),
and false negatives (FN) that analysts identified in the
dataset; (2) measures derived from total TP, FP, TN,
and FN (such as accuracy); and (3) time/duration to
complete tasks. The derived measures are defined in
terms of total TP, FP, TN, and FN as follows:

TP+ TN
accuracy =
TP+ FP+FN+TN
o TP
precision = ——
TP + FP
TP
recall = ———
TP + FN

Tables 2 and 3 provide summaries of these metrics
across the displays. Fig. 4 plots the number of true posi-
tives identified against the number of false positives
identified for each participant using each of the three

404 A, ' : Tabular
" Node-Link
- . L]
30 .
* M DQ * LI
TP 204 " . S ¢
. * 0 *
10 %
0 .
[ T T T T T
0 20 40 60 80 100
FP
Fig.4  Number of true positives (TP) vs. false

positives (FP) for each participant using each dis-
play. Averages for each of the three displays are
shown using the larger, open (unfilled) shapes.
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displays.

4.3. Subjective Feedback/Comments

Subjective feedback was collected via questionnaires.
This section presents a subset of participant comments
to the indicated free response prompts that are repre-
sentative of most responses (duplicate or very short
responses are excluded, instead focusing on those
providing a unique point of view). All responses could
not be included here due to limited space.

“What components of the visual displays (table, paral-
lel coordinates, and node link display) were most effec-
tive?”

e “Table is much better at identifying the actual
alerts. Parallel is more involved with showing
all the alerts that are on the node. Node Link is
best at showing all the alerts that are attached
to each ID”

*  “The table was the most effective. It is easy,
you don't need all these fancy visual tools to
find issues. Make everything simpler. The
Node display and the Parallel display looked
like a lot of noise. I wasn't interested in using
them.”

“What aspects of the visualizations (table, parallel co-
ordinates, and node link display) did you like best?”

*  “I thought the node link display was interest-
ing. It was nice to see a view of a network to-
pology and the path the data travels.”

*  “Visually separating the internal hosts from
external hosts to quickly see flow of data be-
tween internal only and internal to external.”

*  “Table is much better for seeing and lumping
the alerts together. Parallel showed the flow a
lot better. Node link showed the flow and oth-
er ID numbers to the alerts faster.”

¢ “Iliked being able to quickly identify the most
active times of the day and the most common
request domains of the parallel coordinates
displays.”

“What aspects of the visualizations (table, parallel co-
ordinates, and node link display) did you not like?”

*  “It takes a while to glance at everything when
you can glance at percentages and numbers.
Those are quicker to grasp sometimes.”

*  “The line display and node display were con-
voluted at best; they detracted from the infor-
mation presented. In terms of investigative
procedure, I believe they would only serve to
stifle.”

*  “The parallel coordinates was a nightmare to
visualize and the node link display was far too
time consuming to hover through.”

*  “Connections were very hard to follow, in-
formation was displayed in a non-intuitive
manner, correlations were very difficult to find
without excessive work.”

*  “The parallel coordinates interface was not
useful or intuitive and I could not sort the co-
ordinates. Moreover, once I was finished with
an alert it should have been removed from my
view. Also I should be able to remove noise
from my view with a filter. The node link dis-
play was slightly more useful but the node siz-
es were not intuitive nor were the most im-
portant piece of analysis data displayed up
front: the alerts!”

*  “Parallel coordinates is good for fine analysis
but not for raw / bulk analysis”

*  “The graphical representations were complete-
ly unusable to me. The table was fine but there
needs to be drill down options to see more da-
ta. I look at an alert then I check some traffic if
I see something suspicious I dump the traffic
and do a thorough investigation.”

“What did you learn from this study?”

*  “That there are some great relationship tools
for network intrusion, and some not so great
ones.”

*  “Being able to see correlations is very im-
portant (time, src ip, dst ip, etc). All of this in-
formation is very difficult to fit into a graph-
ical interface. Without being able to sort and
filter, this makes the analysts job far more dif-
ficult. The graphical displays seem decent for
a "birds eye view", but a nightmare for actual
everyday analysis.”

e  “Aggregated data obfuscates signal!”

*  “A simple table can be the better option some-
times.”

*  “Graphics helps make analysis easier”

e “With all due respect regarding this project, it
seems like there is a long way to go before a
very useful graph or node visualization would
be effective or efficient to use.”

*  “Ido not like graphical displays while doing
analysis. I find them highly unnecessary, un-
less of course I was presented with ones that
are more intuitive.”

5. Discussion of Results and Lessons
Learned

The results from the study presented in this paper pro-
vide insight into two areas of inquiry: (1) what types of
displays and visual attributes of those displays are most
effective for enhancing analyst performance?, and (2)
what aspects of the study implementation worked well
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and what aspects need improvement for future similar
studies, based on analyst feedback?

5.1. Discussion of Performance

Analysts performed well on the tabular (baseline) dis-
play, and also preferred this display to others. Based on
their familiarity with this representation —and its use in
their existing workflow—this was to be expected.
Compared with performance on the parallel coordinates
display, analysts were slower but more accurate using
the tabular display. Compared with the node-link dis-
play, analysts were slower and about as accurate using
the tabular display. It is notable that analysts had a high
rate of false positive identification for the parallel coor-
dinates display (see Table 2), despite the display’s ad-
vantages for representing many-dimensional data. This
would translate into more time wasted in a real-world
scenario investigating benign alerts.

Subjective feedback confirms the objective perfor-
mance results. Some analysts could see the value in the
parallel coordinates display, but most felt strongly
against it (“parallel coordinates is a nightmare to visual-
ize”, “the parallel coordinates interface was not useful
or intuitive”). In general, the baseline tabular display
was preferred to graphical alternatives (“the graphical
representations were completely unusable to me”).
However, some analysts could see the value in the
graphical displays (it was nice to see a view of a net-
work topology and the path the data travels”, “node link
showed the flow and other ID numbers to the alerts

faster”).

5.2. Lessons Learned

It is instructive to consider analyst performance and
feedback so future studies can improve upon the current
work.

To avoid inaccuracies in study results, it is important to
take participants’ expectations into account in the study
methodology. While specific instructions were provided
to the analysts, some wanted more data and could not
understand how to use the displays for the task provid-
ed. One said, “Table data was fine but I need more than
play data to do proper analysis. It isn’t just the alert or a
darker line of traffic that determines infection or com-
promise.” It seems as though the intent of the study was
not well communicated to this participant. The displays
were not intended to replicate a complete analysis ses-
sion, but rather provide a tool for rapidly identifying
indicators of compromise for further investigation and
enhance situation awareness, i.e., we were only investi-
gating initial triage, initial indicators at this stage. Fu-
ture studies will need to be performed for detailed anal-
ysis of these indicators for full analysis. Moreover, one

way to enhance participants’ experience and also gain
further insight would be to ask participants what their
next analysis steps would be, even though these are not
considered in the experiment; this might give analysts a
sense that they have completed the analysis.

Designing a complete simulated environment would be
ideal for the most accurate results. Such a study envi-
ronment should include features such as: (1) data of
real-world appearance and scale, (2) the ability to con-
tact other teams, such as a threat center or a remote
target site through a fully scripted conversation, (3)
ability to make simulated communications with the
forensic analysis team, and so on. However, such a
study would require years of research and design and
may not provide results that justify such an undertak-
ing, and numerous pilot studies (similar to the current
work) would have to precede such a detailed study.
Leveraging expectations by noting to analysts that they
were participating in a scaled-down study should have
been emphasized in the pre-study briefing.

It likely would have been beneficial to emphasize to
analysts possible future improvements to their work-
flow and explicitly ask them to consider components of
the display that they found useful or interesting (rather
than dismissing a certain display altogether as a
“nightmare”). While experienced analysts bring a
wealth of knowledge and insight to research of this na-
ture, they have a certain way they approach their work
and may be critical of alternatives. Some were receptive
to new tools (“It’s good that I got a chance to see what
type of tools can be deployed in future and felt very
good to leave feedback about these tools”). However,
others had more cynical viewpoints (“The table was the
most effective. It is easy, you don’t need all these fancy
visual tools to find issues. Make everything simpler.
The Node display and the Parallel display looked like a
lot of noise. I wasn’t interested in using them”). It is
undesirable to eliminate contrary perspectives, but ap-
proaching the study with a “help me to help you” atti-
tude may enhance results. While analysts possess ex-
tensive knowledge in the cyber security domain, they
likely do not have much knowledge of the principles for
effective display design and may instinctively react
negatively to a display that is unfamiliar. Negative
feedback should be considered seriously but ought not
discourage future innovation in tools and displays for
the field.

Other modifications to the implementation of the study
would likely improve results and participants’ percep-
tion of the displays. Including as much interactivity as
possible in the displays to be evaluated would benefit
the participant experience and thus enhance credibility
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of the results. While the web environment in this study
used lightly customized JavaScript libraries (e.g.,
D3.js*) and permitted some interactivity, more exten-
sive interactivity likely would have mitigated analyst
complaints about limitations of the displays (“The par-
allel coordinates interface was not useful or intuitive
and I could not sort the coordinates. Moreover, once 1
was finished with an alert it should have been removed
from my view.”, “Connections were very hard to fol-
low, information was displayed in a non-intuitive man-
ner, correlations were very difficult to find without ex-
cessive work™).

The study was invasive for participants, requiring them
to leave their regular work site and adjust to an unfamil-
iar laboratory setting. Future studies should attempt to
make the study as non-invasive as possible. Ideally,
experimentation would occur in the regular work envi-
ronment, but if this is not possible (e.g., due to security
restrictions), future studies should attempt to replicate
environmental conditions of the analysts’ environment
(lighting, temperature, computer hardware, etc.) as
closely as possible. These adjustments would make it
more likely that a participant would behave as they
normally do, which should be a goal of any future stud-
ies. However, such modifications should be weighed
against the benefit of further instrumentation and data
collection capability; for instance, eye tracking would
provide insight into the elements of the displays to
which participants were paying attention.

There were also other limitations in the study imple-
mentation that should be noted. Using the same alert
data across the three displays might introduce con-
founding effects; i.e., participant exposure to the under-
lying dataset in the first presented display might shape
interactions in subsequent displays. While randomizing
presentation order for the displays somewhat lessens
this effect, generating distinct yet similar data sets for
each display might be preferable. In an attempt to en-
hance participants’ incentive to perform well (and lend
a game-like quality to the test environment) an accuracy
indicator was added to each of the displays. However,
there are several drawbacks to its inclusion: it would
not exist in a real world scenario, it may have influ-
enced perception of the tools, and it may have altered
performance in unexpected ways. Similarly, a 20-
minute time limit (enforced by a countdown timer visi-
ble to the participant) perhaps added a certain sense of
realism and time pressure to the task but the time limit
was chosen arbitrarily and benefits and effects on re-
sults are unclear. There also likely differences in poli-

? http://d3js.org

cies based on site, and interpreting and understanding
such differences is an important analyst responsibility.
Future studies should address this component.

5.3. Future Work

Future studies might consider several changes and en-
hancements to the study implementation discussed in
this paper. First, modifying the experiment design by
asking participants to self-rate confidence in their an-
swers for comparison with actual accuracy scores might
yield insight about the user experience of the interface.
To better align with analyst expectations, future studies
might better contextualize the visualizations within
other tasks that analysts perform (analyzing alerts is
only a part of discriminating malicious network activity
from benign activity). Thoroughly understanding ana-
lyst workflow and the current tools used by the analyst
participants would be essential.

Future studies might also further investigate integrating
elements of traditional/tabular and graphical displays.
While the displays selected for inclusion in this study
were intended to be representative of different types of
multivariate displays indicated for the analyst tasks
under consideration, they have not been optimized for
usability (e.g., placement and size of elements, controls,
and so on) and fully implemented with the necessary
features for detailed analysis. Future studies might in-
vestigate more complete and perhaps alternate types of
displays for representing alert information (incorporat-
ing interactivity as discussed previously). Finally, fu-
ture work might investigate the use of different popula-
tions of participants. While unreported here, this study
also gathered input from “novice” users (university
students); future work might investigate including nov-
ices that possess domain knowledge but have little or
no operational experience (i.e., a new hire) to assess
how training varies among the different kinds of dis-

plays.
6. Conclusion

This study revealed that analysts are most comfortable
using analysis tools with which they are already famil-
iar (i.e., tabular/textual tools), yet are able to achieve
similar accuracy in less time for an alert scanning task
using some graphical alternatives (node-link). Such
graphical displays have the capability of enhancing
situation awareness by preprocessing and graphically
arranging data for analysis. Real-world analysts bring a
wealth of experience and insight to the research, but
tempering analyst expectations for the study by clearly
explaining the study environment and tasks to be com-
pleted will likely lead to more accurate results. Similar
future studies validating proposed alternative graphical
tools should also try to make the interfaces as interac-
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tive as possible and should be constructed with a keen
knowledge of existing analyst tools and workflow.
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Abstract

Background: A person’s security behavior is driven by
underlying mental constructs, perceptions and beliefs.
Examination of security behavior is often based on dia-
logue with users of security, which is analysed in textual
form by qualitative research methods such as Qualita-
tive Coding (QC). Yet QC has drawbacks: security is-
sues are often time-sensitive but QC is extremely time-
consuming. QC is often carried out by a single researcher
raising questions about the validity and repeatability of
the results. Previous research has identified frequent ten-
sions between security and other tasks, which can evoke
emotional responses. Sentiment Analysis (SA) is sim-
pler to execute and has been shown to deliver accurate
and repeatable results.

Aim: By combining QC with SA we aim to focus the
analysis to areas of strongly represented sentiment. Ad-
ditionally we can analyse the variations in sentiment
across populations for each of the QC codes, allowing
us to identify beneficial and harmful security practises.
Method: We code QC-annotated transcripts indepen-
dently for sentiment. The distribution of sentiment for
each QC code is statistically tested against the distribu-
tion of sentiment of all other QC codes. Similarly we
also test the sentiment of each QC code across popula-
tion subsets. We compare our findings with the results
from the original QC analysis. Here we analyse 21 QC-
treated interviews with 9 security specialists, 9 develop-
ers and 3 usability experts, at 3 large organisations claim-
ing to develop ‘usable security products’. This com-
bines 4983 manually annotated instances of sentiment
with 3737 quotations over 76 QC codes.

Results: The methodology identified 83 statistically sig-
nificant variations (with p < 0.05). The original quali-
tative analysis implied that organisations considered us-
ability only when not doing so impacted revenue; our ap-
proach finds that developers appreciate usability tools to
aid the development process, but that conflicts arise due
to the disconnect of customers and developers. We find

organisational cultures which put security first, creating
an artificial trade-off for developers between security and
usability.

Conclusions: Our methodology confirmed many of the
QC findings, but gave more nuanced insights. The anal-
ysis across different organisations and employees con-
firmed the repeatability of our approach, and provided
evidence of variations that were lost in the QC findings
alone. The methodology adds objectivity to QC in the
form of reliable SA, but does not remove the need for
interpretation. Instead it shifts it from large QC data to
condensed statistical tables which make it more accessi-
ble to a wider audience not necessarily versed in QC and
SA.

1 Introduction

Information technology has become ubiquitous within
organisations. From document management to commu-
nications, virtually all aspects of business processes are
touched upon by IT. These changes have created sys-
tems and data that support a huge increase in productivity
which in turn makes them — and the data they contain — a
target for attacks. Organisations must invest in an ongo-
ing effort to secure IT assets and electronic data. How-
ever, security is a secondary activity for businesses, and
security mechanisms that get in the way of users’ and
employees’ business tasks are often circumvented, es-
pecially when security responsibilities accumulate over
time [6]. The gains that IT affords in productivity are
often undone by unusable security solutions that place
excessive demands on users. The reasons for ignoring or
circumventing security have been uncovered in succes-
sive studies since 1997 [1].

In various efforts to understand the elements of se-
curity usability, qualitative research methods have been
used by a great number of works for the analysis of
semi-structured self-reports — by individuals such as
home users and company employees — of their per-
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ceptions and comprehension around security [2, 5, 27]
and privacy [21]. Much of this research is open-ended
and investigative, although qualitative methods such as
Grounded Theory offer a focused and structured ap-
proach to analysing textual data arising from these in-
vestigations [13].

Individuals are tasked not only with behaving securely,
but with using IT securely and applying security tech-
nologies to support their activities. We examine the
roles of security and usability in the development of IT
security software in three large organisations (between
14,000 and 300, 000 employees). All three organisations
use a large number of off-the-shelf products, but also
develop solutions in-house. In all cases the companies
develop products at more than one location. The three
organisations have very different customers, both gov-
ernmental and private. More importantly, they prioritise
security and usability very differently. The organizations
range from a “security first” corporate culture with a low
tolerance for deliberate security violations, to one where
security is usually not the primary focus of each business
unit. The studies are conducted as part of research by the
Institute for Information Infrastructure Protection (I3P),
and the QC analysis is published as [8]. Their main re-
search question consider “Why each organization added
usability and security elements to its software develop-
ment process”, “how and where the organization added
them”, and “how the organization determined that the re-
sulting software was usable and secure.”

The research presented in this paper builds on the QC
conducted by Caputo et al. in [8]. Our contributions
are as follows: we lay out our hypothesis of gaining ad-
ditional insights by combining QC and SA in section 2
and describe the methodology in section 4. We perform
a sentiment analysis by additionally coding the data for
sentiment (section 5.3), independent of the existing QC
annotations. This is followed by our results in section 6,
which is finished off with a comparison of our findings
with the findings from the QC exercise.

2 Aim

Our new approach combines two existing qualitative
methodologies into one statistically validated model.
Figure 1 depicts the methodology: Both QC and SA
work on the conceptions held by people. These concep-
tions are concealed within (often large) bodies of text,
where both methods have developed to expose specific
elements of these conceptions. QC focuses on uncov-
ering a structured theory, attempting to explain the rela-
tionships between concepts and artifacts. SA reveals the
emotions towards the conceptions, revealing contentious
conceptions.

In isolation both methodologies have their limitations.

Unexposed Conceptlons

ZAEN

[ Structured Theory ] [ Emotional Associations ]

Combination

1

Model of Divergences ]

r

\.

Figure 1: The output structure of our methodology

QC provides a comprehensive overview of themes which
are used to construct a grounded theory of the data, yet
there is scope to more directly measure the perceived im-
portance of identified themes as according to the individ-
uals under observation. Sentiment Analysis fills this gap:
by independently measuring sentiment within the source
documents, we get an accurate measure of the expressed
sentiment towards each QC concept.

Our methodology combines QC and SA to provide a
model of divergences, which reveals the friction points
between the themes discovered by QC. The combina-
tion approach improves the reliability of traditional QC
by providing metrics which further highlight important
themes, and can guide application of remedial interven-
tions to critical issues.

3 Background

This paper combines three distinct topics: QC, SA and
Usable Security.

3.1 Qualitative Coding

The aim of qualitative coding is the extraction of knowl-
edge from data. Most coding techniques iterate over tex-
tual data, where the researcher applies labels (‘codes’) to
sections of the text (also referred to as quotations). These
analysis techniques vary in the amount of interpretation
of the data that is required, and by describing qualitative
coding as a black-box methodology overlook the oppor-
tunity to convey the reliability of the exercise. In these
cases an additional validation step as described in this
research would support transparency.

The first step of the annotation process is open coding
[25]. While developing QC, the researchers constantly
refine their codes in an iterative process, questioning the
choice of every code by comparing it to all other in-
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stances of the same code throughout the data. The in-
dividual codes are further grouped into conceptual cate-
gories as part of a process Strauss and Corbin called axial
coding [25].

It is at this stage that we extract the coding for our
analysis. Most QC exercises span around 100 codes,
spread across 15-25 categories (e.g. [20]), where these
numbers of course vary depending on the size of the
study. Each code is applied many times in the source
documents, typically leading to many thousands of quo-
tations. The quotations (of different codes) are often
overlapping. In some sense the QC represents a very ac-
curate topic model, but compared to statistically-based
topic models, the high level of rigour and consistency of
the QC represent a reliable basis for further analysis.

3.2 Sentiment Analysis (SA)

The definition of sentiment is remarkably vague: Pang
and Lee describe it as “settled opinion reflective of one’s
feelings” [18]. Yet when identifying conflicts between
usability and security, it is essential to consider an in-
dividual’s sentiment as it reflects the importance of the
issue to the individual. It is important to understand the
dependencies between issues in order to identify the root
cause. In many cases, solving a relatively minor issue
that evokes strong emotional responses is a prerequisite
for solving more important, but less noticed issues.

Until today, much of the research still restricts the clas-
sification space into three scores: positive, negative and
objective/neutral [18]. This approach is often sufficient
as the sentiment scores are aggregated over the unit of in-
terest, such as all Twitter messages containing a specific
hashtag. There are various methods for identifying senti-
ment. While some approaches attempt to algorithmically
determine sentiment on the basis of sentiment dictionar-
ies (where each word has a sentiment score), syntax and
semantics, the most successful approaches are based on
documents manually annotated for sentiment, in which
case Sentiment Analysis becomes a simple annotation
task with a fixed code book. These documents then form
the training set of supervised learning techniques.

3.3 Complexity of Usable Security

Usable security integrates security and usability consid-
erations with the primary task to form one continuous
process [28]. The ideal outcome is an increased level of
security with no loss of usability. Preserving usability
and security together should enable increases in produc-
tivity as barriers are identified and eliminated.

Yet practice is far from this ideal world. Users face
a huge number of barriers due to ill-fitting security in

their productive processes every day; and their compli-
ance budget [6] — the amount of rules an individual will
follow before taking shortcuts — is regularly exceeded.
These findings have led researchers to investigate non-
compliant behaviour in greater detail, with surprising re-
sults: the individual’s rationale for non-compliant be-
haviour can very well be rational. In fact, the non-
compliant behaviour is worth studying as it reveals not
just organisational failures but alternative approaches to
maintaining security and usability developed by individ-
uals themselves [15]. A further dimension to the com-
plexity of security is the cognitive strain placed on the
individual when performing security tasks. Security is
rarely designed with humans’ upper bounds of comfort-
ably performing cognitive tasks in mind [7].

All of this research highlights a divergence from the
intention of security to support business processes and
the implementation of security. It is this security mis-
alignment that enables those vulnerabilities that have
been left unresolved, and introduces new weaknesses.
Managing, formulating and implementing effective poli-
cies requires understanding of the causes and conse-
quences of this misalignment. Modelling these asym-
metric divergences is a challenging task [9], but should
be the basis of any new policy considered. Resolution of
this misalignment requires insights drawn from divergent
fields of research, including behavioural sciences [19].

4 Methodology

This section describes the combination of QC and SA,
the final step in figure 1. We present a methodology that
combines the structured theory produced by QC and the
emotional associations labelled through SA. This pro-
duces a more nuanced model of perceptions, crucially as-
sociating contributory factors with indicators of the per-
ceived effort and stress associated with interacting with
them, as is seen with attempts by employees to complete
tasks and navigate security controls.

4.1 The Basic Unit of QC+SA

As input the methodology uses documents that have been
annotated using both QC and SA. By analysing inter-
sections between QC quotations and sentiment annota-
tions we compute a distribution of sentiment for each
QC code. As every word in the source documents has
some sentiment annotated with it, each quotation (as a
sequence of words) will be linked to a number of vali-
dated sentiment instances as well as to the codes.

For each QC quotation, we aggregate the sentiment
annotations that are linked to it. This aggregation is de-
scribed in the following section. Each QC code has many
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quotations linked to it, and hence a distribution of sen-
timent. This distribution will be different for each QC
code. Using statistical tests, we can analyse the differ-
ences in sentiment distributions for individual QC con-
cepts, and draw conclusions concerning the emotional
state of the QC codes.

Further, we can restrict the sampling space to indi-
vidual organisations or individual interviews to create a
comparison across different aspects. In the case study
presented here for example, this allows us to compare
the sentiment of developers, managers and usability pro-
fessionals towards specific factors in the application de-
velopment process.

Assuming that the QC analysis is conducted with suf-
ficient rigor, a study of this kind can be repeated within
and across different organisations over time and allow
for direct comparisons with the previous data sets. This
will allow researchers to measure the perception within
the organisation of a business process before and after
changes and compare results - something that has previ-
ously been difficult to do reliably.

4.2 Classifying Instances of QC+SA

Given a QC quotation, we retrieve the sentiment asso-
ciated with the raw text. There may be multiple senti-
ments attached to a single quotation. Experiments with
constructed test data have shown that the most reliable
way of averaging the sentiments of quotation text is by
weighting on the number of words of overlap between
the sentiment text and the quotation text. This is because
the boundaries of the sentiment annotations are the most
unreliable part of the annotations. Even when sentiment
annotators agree on the overall sentiment, the exact lo-
cation of the boundary of the sentiment remains fuzzy.
This gives the following formula for the sentiment of a
quotation g, where S is the set of all sentiment annota-
tions:

5% w(s,q)
SES: s 0
sent(q) = S€S:|s N gi|> oD (D
sES:|sy N[>0

Here s; and ¢; denote the words of the quotation or senti-
ment annotation, and sy denotes the sentiment score (ei-
ther —1, 0 or 1). Hence |s; N g;| denotes the number of
words that both the text of the sentiment annotation s and
the quotation ¢ have in common, with
s N gif?
min{Js,P. [}
The weights in equation (2) are squared to decrease the
influence of small overlaps with neighbouring sentiment
annotations.

w(s,q) = 2)

For a given code c, the distribution of sentiments is
just the sentiment score of each of its quotations:

sent(c) = {sent(q) : g € cq} 3)
where ¢, is the set of quotations associated with c.

4.3 Worked Example

Let us consider a fictitious example which has been an-
notated for sentiment by two annotators:

Only when you have got a large development team

you need usability experts. But they can be useful.

Here, underlines represent negative sentiment and
overlines represent positive sentiment. Where there are
less than two lines present, a neutral sentiment exists. In-
dependent of the sentiment annotations, this excerpt has
been annotated with two QC quotations. The first quo-
tation g spans the first sentence and is linked with the
code Development: Team size. The second quotation ¢»
begins at “usability” and contains the remainder of the
excerpt. The second quotation is linked to the QC code
Actor: Usability expert.

In order to determine the sentiment for each of these
quotations, we apply equation (1). Consider the first quo-
tation (g, the first sentence) of length 13. There are four
sentiments present: The first spans the entire sentence,
the other two end and begin to the left and right of the
second ‘you’ respectively. The last sentiment is the neu-
tral and spans only the word ‘you’ (on line 2). The length
of these four sentiments (s1, 53, s3 and sy, say) are 13, 9,
8 and 1 words respectively. Equation (2) gives us the
weights for each sentiment given the quotations. This
gives

w(si,q1) = 132 /min{13%,13%} =1,
w(s2,q1) = 9%/min{9? 132} =1,
( = 3%/min{8°,13°} = 9/64 = 0.14,
( 12/min{1%,13%} =1

w(s3,41)

w

547('11)

as for w(s3,q1) only 3 of the 8 words of s3 intersect
the quotation.

Given equation (1), we can now work out the average
sentiment for this quotation as —0.592.

This score is the sentiment for one quotation alone —
but each QC code is linked to many quotations, giving us
the distributional sentiment to base our further analysis
on.

5 The Three Case Studies

We applied our methodology to a study on usable soft-
ware development. The study details are presented in [8]
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and [20]. Three large US based organisations were se-
lected to be studied by a team of 5 researchers with the
aim of characterising usable software development activ-
ities. The study was driven by three research questions:
1. Why has an organisation added usability and security
elements to its software development process? 2. How
and where were they added? 3. How did the organisation
determine that the resulting software was usable and se-
cure? Supporting hypotheses examined the effect of indi-
vidual roles on the development process. Research ques-
tions were then investigated by way of semi-structured
interviews with individual employees of the organisa-
tions.

5.1 Data Collection

Interviews were conducted on the organisations’ sites.
At least three researchers were physically present at
each interview. Audio recording devices were not per-
mitted, hence three interviewers orthographically tran-
scribed the conversations verbatim. Inconsistencies
across transcripts were then reconciled to produce a
merged transcript for each interview. In total, 21 inter-
views were conducted, with a combined length totalling
87496 words. Seven interviews were conducted at or-
ganisation A and nine and five interviews at organisation
B and C respectively.

5.2 Qualitative Coding

The team used the Atlas.TI qualitative analysis software
[3]. The coding was carried out by five expert coders,
one of whom is one of the authors of this paper.

There is little guidance on distributing QC analy-
sis in the literature. ~While Glaser and Strauss de-
scribe the procedure of QC as an iterative refinement of
code/category/theme by comparison of all instances to
each other, this becomes counter-productive when sec-
tions of the source text are distributed across a number
of annotators.

As a trade-off between methodological accuracy and
efficiency the annotators began by all coding the same
interview individually. An entirely open approach was
chosen, in line with Strauss and Corbin [25]. The cod-
ing choices of all five coders were discussed in a ded-
icated session to expose the biases of individual coders
early on. Subsequently, every interview was indepen-
dently coded openly by at least three coders, expanding
the code book as necessary. After the open coding of
each interview, the annotations were discussed in plenum
to identify and resolve all differences in the meaning of
open codes across coders. This step was intended to
mimic the constant comparison [14] of all quotations of
one code to each other though, rather than comparing all

instances, here coders’ code definitions were compared
and unified. This process aligned each coder’s individual
code book, giving a unified QC that is in agreement with
every coder.

This process was repeated for the axial coding of the
data. Here the discrete codes were grouped into concep-
tual families that reflect commonalities among codes. 76
codes span 3737 quotations, roughly equally distributed
between the three organisation. The codes span topics
such as usability, security and topics related to the or-
ganisational structure and business processes of each or-
ganisation. The identified code families show the focus
of interviews on the interactions of security and usability
within organisations. There are also a significant num-
ber of codes concerning decision drivers and the focus of
these decisions (i.e. goals, methods and solutions).

5.3 Sentiment Annotation

The source documents under analysis have a high de-
gree of specialised language, being as they are driven
by subject-specific expertise. Without verifying the ac-
curacy by annotating at least a section of the primary
documents manually, applying an off-the-shelf machine
learning approach does not satisfy our desire to ensure
accuracy.

Since sentiment annotations are inherently subjective,
multiple independent annotators are required to ensure
consistency and provide a score of inter-annotator agree-
ment across annotations. As we already need to annotate
a section of the source documents to verify the quality
of the annotations, we decided to manually annotate the
entire set of raw documents, providing us with a set of
gold standard documents to base further research on.

5.4 Methodology of Manual Sentiment An-
notations

The methodologies of sentiment annotations in previous
work vary significantly. Strapparava and Mihalcea ask
their annotators simply to annotate the given title for sen-
timent [24]. No further guidance or training was carried
out. Annotators were free to use any additional resource.
The instructions given to annotators by Nakov et al. are
similarly short [17], but a list of example sentences with
annotations is given.

In light of the issues presented by these two ap-
proaches we have chosen to give more detailed instruc-
tions but have refrained from giving explicit examples.
The instructions given to the annotators can be found in
figure 2.
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For each of the documents please annotate each sen-
timent occurrence as either positive or negative. If
you think no sentiment is present, just leave the text
as it is. We are interested in the underlying, im-
plicit sentiment. This is what the interviewee thinks
about the topic at the given expression. Be gen-
erous when annotating, annotating sentiment is in-
herently subjective. As you are annotating tran-
scribed speech, it may be very possible that senti-
ments change abruptly. Make sure that the content
of the annotations should preserve the context, but
this may not always be possible.

Figure 2: Annotation instructions given to annotators

5.5 Analysis

As part of our practical contribution 21 transcribed in-
terviews have been manually annotated by 3 annotators,
two of which are authors of this article. The annotations
have been carried out using Atlas. TI [3] with a code book
limited to positive and negative.

Annotator | total #pos #neg avg #words
1 1450 731 719 17.129
2 1677 873 804 32.291
3 870 419 451 15.380

Table 1: Annotation statistics per coder

The combined length of the 21 transcribed interviews
is 87,496 words. Table 1 lists the distribution of anno-
tated phrases for each of the annotators. The difference
in the number of phrases that have been annotated is sur-
prising: annotators 1 and 2 have each annotated many
more phrases with sentiment than annotator 3. While
annotators 1 and 2 have a similar number of sentiment
annotations, each annotation of annotator 2 spans nearly
twice as many words.

These divergent results highlight the difficulty of
clearly annotating sentiment. As we gave no examples
of sentiment annotations to the annotators, the annota-
tion lengths varied.

5.6 Cross Annotator Agreement

In the literature there is wide spread disagreement about
the choice of metric and its interpretation [17, 26]. The
two measures widely used in literature are K [22] (also
called Multi-x [12]) and Fleiss” Kappa [10] (also called
Multi-k).

The annotation task described above is a multi-coder
boundary annotation problem with multiple overlapping

categories. The issue for this class of annotation prob-
lems is that the reliability should not be calculated to-
ken wise (unitise, as K and Kappa do), but should rather
respect the blurry nature of their boundaries — annota-
tors may agree that a specific sentiment is present, but
have different begin and end tokens. One measure that
does not overly penalise on non-exact boundary matches
is Krippendorff’s o [16], a non-trivial variant of o. Un-
fortunately we could not find a single use of this measure
in the literature.

For K (or Multi-7) and Fleiss’ Kappa (or Multi-k) we
can report agreement figures of 0.59 and 0.60 respec-
tively.

‘ % by phrase % by words
Perfect agreement 48.60 47.49
Majority agreement 95.55 96.42

Table 2: Agreement statistics

An alternative measure used widely is an agreement
table [11]. Table 2 represents an accumulation of an
agreement table. Perfect agreement represents the per-
centage of all-negative, all-neutral and all-positive to-
kens. Here agreement rates are weak, with 48% of
phrases showing full sentiment agreement. To soften the
measure slightly, we include a figure for majority agree-
ment, where at least 2 of the annotators agree on the sen-
timent assignment of a phrase or token.

5.7 Discussion

The reliability values presented here can be classified
as reasonably consistent. A recent publication does not
report annotator agreement metrics but reports “accu-
racy bounds” without specifying their meaning or deriva-
tion [17]. It seems likely that the reported bounds of
between 77% and 89% represent majority agreement,
which would fit well with our findings. Interpreting K
and Fleiss” Kappa is more difficult. The literature does
not agree on strict bounds for these measures, but only
values > 0.67 are generally seen as reliable, but other
researchers argue that 0.40 < K < 0.60 indicates mod-
erate agreement [11]. Our divergence may be a result
of the ambiguity of sentiment annotations. Emotions are
perceived differently by individuals, partly due to differ-
ent life experiences and partly due to personality issues
[4] and gender [23]. Secondly, the annotation process
itself may be responsible for these variations. By phras-
ing the annotation instructions vaguely, a large number
of weak sentiments have been annotated. Rather than
penalising the process for these inaccuracies, we argue
that, in this subjective context, this level of uncertainty
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Code Label Freq p t r mean
67 Usability problem 48  0.000 —6.333 0.612 —-0.222
69 Usability problem: tradeoffs 13 0.000 —4.854 0.510 —0.395
45 Security problems 36 0.000 —4.452 0478 —0.161
68 Usability problem: difficult to understand 8 0.000 —-3.678 0.410 —0.380
14 Development: conflict 12 0.001 —-3.424 0.386 —0.259
27  Other conflict 13 0.013 —-2479 0.290 —-0.143
49 Security success criteria: Better than before 6 0.024 2.258 0.266  0.480
22 Education, training, skills 32 0.032 2.141 0.253 0.268
51 Team 36 0.043  2.028 0.240 0.252

Table 3: T-test comparing the distribution of sentiment of one code to the distribution of the sentiment scores of all
other codes of organisation A. The overall mean sentiment is 0.1226 with 67 degrees of freedom.

is beneficial. Instead of aggregating the sentiment anno-
tations, preserving the uncertainty for the down-stream
applications will lead to an enhanced understanding as
these tasks will utilise the existing measures of uncertain-
ties in the statistical tests. This will allow us to be fully
confident of the results of the analysis given the limita-
tions presented here.

6 Results

In this section we discuss the results of the methodol-
ogy. Results are presented in three categories: first, each
organisation is analysed in isolation; second, the three
organisations are compared and third, the different inter-
viewee groups are compared across the organisations.
Each individual organisation has internal security ex-
perts, developers and usability experts for the creation of
internal and commercial security management products.
The development processes of these products are the fo-
cus of the interviews, specifically how the products are
designed to be usable and secure, and what — if any —
criteria have been used to measure usability and security.

6.1 Per-Organisation Analysis

For each QC code ‘¢’ a t-test was conducted compar-
ing ¢’s distribution of sentiment (equation (3)) against
the distribution of sentiment of all other codes (i.e. the
union of equation (3) for all other codes) applied to that
organisation. These distributions of sentiment are dis-
tributed approximately normally in [—1,1]. If the distri-
bution of ¢ differs to an extent that is statistically signifi-
cant, the opinions expressed in the quotations linked to ¢
are significantly different than the opinions expressed on
average. It is these codes that tell us what the issues and
concepts are that the interviewees feel strongly about.
Tables 3 and 4 shows the output of such an experiment
for organisation A and B (similar results are produced for

organisation C, but not presented here). Only those codes
that exhibit a statistically significant variation are listed.
Columns p and ¢ give the significance of the correlation.
This has been converted into Pearson’s r value, indicat-
ing the strength of the correlation. The last column lists
the mean of sentiment distribution of that code.

From Table 3 it can be seen that conflicts and prob-
lems are prevalent in the organisation. Usability in par-
ticular is causing a significant amount of negative emo-
tion, as the trade-offs made between usability and se-
curity leave a negative impact on the development pro-
cess. This highlights the problem of adding usability as
an add-on to an existing product (as is the case in organ-
isation A). The three codes with statistically significant
positive scores contrast this: organisation A prides itself
in providing better security. The provided education and
training are well regarded and employees like working in
their existing team.

The issues found in organisations B (table 4) and C
share similarities with organisation A: Usability is an
add-on to existing products. This creates conflict in the
development process, as developers struggle to under-
stand the usability problem (as the significant negative
emotions for the code Usability problem: difficult to un-
derstand highlight). But we can identify some positive
messages from these organisations too: interviewees of
organisations B and C agree that usability as a goal is
desirable and some usability success criteria are seen to
be statistically significantly more positive. While the de-
velopment process struggles to integrate usability, there
are positive instances (such as user satisfaction in B and
better functionality in C) where the benefit of making the
product more usable is bearing fruits. Yet the funding of
resources and the organisational structure (in B) as well
as the corporate culture (in C) wear heavily on the de-
velopment process.

Organisation B stands alone in the positive view of
their ability to measure security, although their metric is
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Code p t
Usability problem 0.000 —6.1
Security problems 0.000 —-5.2
Development:conflict 0.000 —4.1
Usability problem: difficult tounder- 0.000 —3.9
stand

Usability success criteria: user satis- 0.001 3.5
faction

Usability problem: tradeoffs 0.003 —-3.0
Resources: Funding 0.004 -29
Usability goal 0.009 2.6
Other conflict 0.012 -2.5
Security methods: Measurement 0.013 25
organisation: structure 0.021 -23
Security methods: active monitoring 0.030 2.2
Security problems: access control 0.043 -2.0

Table 4: T-test of organisation B. Mean sentiment is
0.08489.

defined unscientifically as ’it is secure if we can’t break it
ourselves. And we continuously try’. By pushing security
as far as possible, it supersedes all other stakeholders in
the product — including usability. This issue is amplified
by the positive view towards this approach: the organi-
sation is proud of their security. In contrast, employees
suffer the shortcomings of the organisation’s approach to
security every day, as the negative view on access control
highlights.

6.2 Cross-Organisation Comparison

With our methodology a t-test can be conducted to com-
pare the distribution of sentiment scores between the or-
ganisations for each of the codes. In table 5, an arrow
pointing upwards represents a statistically significantly
more positive sentiment score compared to the senti-
ment scores of the other organisations; similarly an arrow
pointing downwards represents a statistically significant
more negative score (with p < 0.05). A horizontal arrow
represents a non-significant change towards positive or
negative. A field that is left empty represents insufficient
data for this organisation and code.

The data in table 5 shows some strong trends. For
the majority of statistically significant variations the quo-
tations belonging to organisation A have more positive
emotions attached. Similarly organisation C does not
exhibit a single code which is more positive than in the
other organisations. This pattern may point to the over-
all morale of the organisations in question: the sentiment
portrayed by the interviewees at organisation A was a
lot more positive than at organisation C. This is reflected

Code

Actor: developer

1=

Actor: salesperson

Actor: usability specialist
Development
Development: process
Development: requirements
Education, training, skills

it il e | N

Organisation:
ture
Other conflict

Resources

corporate cul-

Resources:funding
Security

Security methods:
ment
Team

measure-

Tools: development
Usability
Usability problem

—

1

—

R e R i £

[1-1-117171 11-11-

Table 5: T-test comparing the three organisations. The
up, horizontal and down arrows indicate positive, neutral
and negative variation respectively at p < 0.05.

in codes such as Team, Organisation: corporate culture
and Development, where both A is uniquely more posi-
tive and C uniquely more negative than the other organi-
sations.

The negative morale in C may seem unsurprising.
However, the existing conflict between usability experts
and the rest of the organisation is further highlighted
by the relatively negative views towards the three ac-
tors types developer, salesperson and usability special-
ist. The actor salesperson did not show up in the analy-
sis of each organisation in isolation, but here it suggests
another source of conflict.

For organisation B only four codes display signifi-
cant variations and all of these are positive. The fact
that codes such as Usability problem are not significantly
more positive for organisation B than for A and C con-
flicts with the significantly more positive code Actor: us-
ability specialist in B. This reinforces the assessment that
different aspects of usability have been accepted to dif-
ferent degrees. The same conclusion can be drawn for
organisation A. While Usability is seen more positively
than in the other organisations, Actor: usability special-
ist is not. The understanding of what usability means in
practice is a point of contention.
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6.3 Cross-Role Comparison

Here we explore the potential sources of conflict from
the perspective of those who live them, by assessing the
interviews according to the three interviewee role cate-
gories illustrated in table 6.

|

Number of interviews

Number of security specialist

S o0 N oW
W O N w0

A
7
Number of developer 5
2
0

Number of senior usability expert

Table 6: Distribution of interviewee types over the or-
ganisations

All of the interviewees aligned with one of the three
categories apart from in organisation B where one inter-
viewee was classified as both a developer and security
specialist. Note that the distribution of roles varies, de-
spite an original intention for there to be an equal split
[20].

Code

Actor: developer

Actor: salesperson

Actor: usability specialist
Decision driver
Development
Development: process
Development: requirements
Education, training, skills

e i s sl sl | N e

Organisation:
ture
Security goals

corporate cul-

s A A A A R A
!

LI - 1- -11--1111}

Security goals: preserve repu-
tation/funding

Security success criteria: bet-
ter than before

Team

Usability method

Usability method: testing +
Usability success criteria

elee

Table 7: T-test comparing the three interviewee types.
The up, horizontal and down arrows indicate positive,
neutral and negative variation respectively at p < 0.05.

Table 7 follows the format of the previous section but
with D, S & U standing for Developer, Security expert
and Usability expert respectively. The table summarises
the perspectives across all interviewees who share each
role classification. In the case of usability experts all sta-

tistically significant variations are more negative, more
so than for developers and security specialists. This may
be linked to the results of the analysis between organisa-
tions: the only three usability experts in our data set were
at organisation C.

It is clear that security experts have the most posi-
tive view. This reinforces our assertion that the focus of
product development remains on security and that the de-
velopment process is tailored towards security over inte-
grating usability. The positive feeling towards corporate
culture supports this. The negative emotions of the de-
velopers towards usability method: testing highlight an
additional shortcoming, in that developers fail to see any
benefit in usability testing and instead regard it as adding
additional strain.

While powerful comparison tools, tables 5 and 7 do
suffer from a potential bias due to the lower number of
interviews that make up the separate organisations and
employee types. Further, for each of these tables up to
228 t-tests were performed which raises the chance of
false positives. Yet even with a conservative Bonferroni
correction, some interesting artifacts remain statistically
significant, shrinking the number of significant variations
in tables 5 and 7 by approximately one third. Further, as
described in the following section, the results are mostly
in line with the pure qualitative analysis, validating the
approach chosen.

6.4 Comparison to QC Findings

Here we summarise the findings from the complemen-
tary quantitative coding work [8] and discuss the addi-
tional benefits of our approach. Caputo et al. hypothe-
sised three distinct explanations of why changes in the
software development process might lead to more usable
security (from [8]): 1. The “key individual” theory: Im-
proved outcomes resulted not from the process changes
but instead from the efforts of a single individual who
cares about usable security; 2. The “experienced team”
theory: Improved outcomes resulted not from the pro-
cess changes but instead from the team’s prior experience
in building usable security, and; 3. The “incentives” the-
ory: Improved outcomes resulted not from the process
changes but from incentives placed on team performance
with respect to usable security.

Of note is that none of these theories were confirmed
in their analysis. Our results agree: organisation C is
the only organisation with usability experts, and for this
organisation the positive codes are usability expert to de-
velop software as well as use cases (see section 6.1). As
we stated previously, negative codes such as Usability-
security trade-offs and development conflicts highlight
that their impact is small. In general when comparing
the three organisations in table 5 or the three different
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employee types in table 7 we do not find indications to
support any of the three theories. Hypothesis 1) can be
analysed particularly well by our methodology as it in-
vestigates emotions towards security — exactly what our
methodology focuses on through its use of SA. The orig-
inal quantitative analysis did not consider the use of sen-
timent.

Rather, the authors present a list of five findings:
1. Usability is a grudge sale: only when losses in sales
could be linked to a lack of usability, did the organisation
respond; 2. The negative effects of a lack of usability oc-
cur at the organisational level and are not passed on to the
developers. Hence there are no incentives to deliver us-
able software. This is the exact opposite of the third hy-
pothesis above; 3. Wildly varying definitions of usability;
4. Lack of knowledge by developers of capabilities and
limitations of human perception and cognition, primary
task, and context of use, and; 5. Developers think they
know users because they use the software themselves.

Our methodology provides a more detailed picture, de-
tailing the extent of the “divergences” illustrated in fig-
ure 1. We are able to assert that the interviewees in fact
acknowledge the importance of building a usable appli-
cation (see the analyses of table 3 above in section 6) -
but when it comes to security, they lack knowledge on
how to reconcile what they conceive as competing de-
mands. Our analysis shows this stems from a number of
factors: there is no definition of the usability problem,
and there is an existing belief that security ‘comes first’
in the organisations’ priorities, and hence in the develop-
ment processes. There are some positive notes however:
in organisation C, personas were perceived positively as
a usability tool to aid the development process.

The methodology also facilitated analysis of the differ-
ences between the three organisations. While the original
study [8] attempted to identify exemplary development
processes that integrate security and usability, the authors
did not find practices that could be recommended. Yet
our analysis detects positive differences — in terms of
partial improvements that can serve as building blocks
for an integrated development process. One could argue
that these may have been found with a more rigorous
qualitative analysis, but a quantitative approach simpli-
fies the task of comparing across three organisations.

Caputo et al. finish with some open questions which
can be answered by our methodology. They speculate
that the integration of usability into the software devel-
opment process is less important than having motivated
developers and usability specialists. We can support this
hypothesis: Our data has shown that the conflict between
usability and security centers around the individual em-
ployees and the organisational culture, rather than the
software development process. The addition of usabil-
ity experts to organisation C has shown positive effects

on usability tools, as well as codes such as personas. Re-
solving the misconception of a security-usability trade-
off will go a long way to improving usability of security.
Caputo et al.’s second open question concerns cultural
barriers to usable security. This manifests in different
perceptions of usability throughout the organisation. Our
analysis between the different types of employees cer-
tainly answers this open question: there are clear dif-
ferences between the developers, security and usability
experts that we described in section 6.3 and table 7.

7 Conclusion

We have introduced a new methodology: by perform-
ing an additional level of analysis on Qualitative Coding
(QC) with Sentiment Analysis (SA), we can gain addi-
tional insight into the emotional colouring of statements.

As a proof-of-concept, we performed this analysis on
QC text from 21 interviews with developers, security ex-
perts and usability experts in 3 organisations. Whilst the
QC analysis uncovered that all 3 organisations were able
to ‘talk the talk’, ‘walking the walk’ of usable security
was a different matter. There were no usability criteria,
and few usability methods were employed during the de-
velopment of the products we discussed.

Our analysis agrees with many of the original QC find-
ings, but from the QC exercise condenses the data re-
quiring interpretation into a number of tables of statisti-
cally significant rows. This mechanism serves as a filter
for pointing out specific findings that were missed in the
original QC analysis. We are able to approach the orig-
inal dataset from different angles, and compare aspects
across organisations and employee types allowing us to
draw additional conclusions through cross-comparison.

Through our methodology, security and policy man-
agers can pinpoint friction points and conflicts in organ-
isation processes not only through interview studies, but
also other shared communications platforms such as cor-
porate forums and dedicated support channels. For se-
curity researchers, this repeatable method offers a pow-
erful tool that generates verifiable quantitative results to
harden the results of qualitative analysis. We also explore
the potential to transfer findings across organisations to
different teams, where the methodology can identify as-
pects of professional cultures shared across separate or-
ganisations.

For future work, appropriate reliability metrics for QC
are needed, to ensure that future studies can be com-
pared by the quality of the annotations. There is also
room to explore the analysis further - cross-linking dif-
ferent codes and the sentiment annotations could poten-
tially create a powerful deductive tool for researchers,
although visualising multi-dimensional relationships is
non-trivial. As analysis becomes more elaborate there is
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the challenge not just of gathering more source data, but
also annotating it. Future research may then explore how
machine learning can be used to automate annotation.
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Effect of Cognitive Depletion on Password Choice

Thomas Grof3
Newcastle University

Abstract

Background. The Limited Strength model [3] of
cognitive psychology predicts that human capacity
to exert cognitive effort is limited and that decision
making is impeded once high depletion is reached.
Aim. We investigate how password choice differs
between depleted and undepleted users.

Method. Two groups of 50 subjects each were
asked to generate a password. One group was
cognitively depleted, the other was not. Password
strength was measured and compared across groups.
Results. Using a stepwise linear regression we
found that password strength is predicted by deple-
tion level, personality traits and mood, with an over-
all adjusted R?> = .206. The depletion level was the
strongest predictor of password strength (predictor
importance 0.371 and p = .001). Participants with
slight effortful exertion created significantly better
passwords than the undepleted control group. Par-
ticipants with high depletion created worse pass-
words than the control group.

Conclusions. That strong depletion diminishes the
capacity to choose strong passwords indicates that
cognitive effort is necessary for the creation of
strong passwords. It is surprising that slight exertion
of cognitive effort prior to the password creation
leads to stronger passwords. Our findings open up
new avenues for usable security research through
deliberately eliciting cognitive effort and replenish-
ing after depletion and indicate the potential of in-
vestigating personality traits and current mood.

Kovila Coopamootoo
Newcastle University

Amina Al-Jabri
Newcastle University

1 Introduction

Users often set easy-to-remember passwords con-
structed for example from their wife’s name, or
recycle and re-use passwords across services [1].
These are predictable and easily guessed. This is
because the panoply of separate services mean that
users have a list of accounts to manage each with
their own login credentials. However, managing
and remembering a large number of complex pass-
words remain a challenge. So far, the question
has not been addressed how users create passwords
when they are cognitively tired or depleted. In fact,
it is an open question whether cognitive effort is
necessary for the creation of strong passwords.

The limited strength model of cognitive psychol-
ogy states that human capacity to exert cognitive ef-
fort is limited and that decisions as well as effort-
ful tasks are impeded under cognitive depletion [2].
We report on a study with N = 100 participants de-
signed to measure the strength of passwords set by
cognitively depleted versus non-depleted users. We
hypothesise Hy: Cognitively depleted users create
weaker passwords than non-depleted users.

We replicate existing methods from cognitive
psychology [3, 2, 15, 26] to induce cognitive de-
pletion, in particular with thought suppression, im-
pulse control and cognitively effortful tasks. We
check depletion manipulation via a Brief Mood In-
ventory [26]. We measure password strength across
groups using a password meter. We evaluate the im-
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pact of cognitive depletion on password strength.

Contribution. Our findings indicate that slight
exertion of cognitive effort leads to significantly
better passwords than an undepleted control group.
High depletion leads to worse passwords than an
undepleted control group. This is the first study to
show the impact of cognitive effort and depletion on
password creation. It highlights an important factor
for password and usable security research that has
not been addressed to date.

2 Background

This section looks at literature on password
strengths in relation to users’ ability to set and re-
member them. We then introduce cognitive effort
and explain the state of ego depletion. Lastly we re-
view how affect and personality traits influence de-
pletion states and decisions.

2.1 Strength & Memorability

The use of text usernames and passwords is the
cheapest and most commonly used method of com-
puter authentication. The average user has 6.5 pass-
words, each shared across 3.9 different sites, each
user has 25 accounts requiring passwords and type
8 passwords per day [10]. Users have to not only
remember the passwords but also the system and
userid associated, which password restriction apply
to which system and whether they have changed a
password and what they have changed it to [1].
Recalling strong passwords is a humanly impos-
sible task since non-meaningful items are inherently
difficult to remember [22]. When forced to comply
to security policies such as monthly password reset,
a large number of users are frustrated [13]. They
use strategies such as writing passwords down, in-
crementing the number in the password at each reset
[1], storing passwords in electronic files and reusing
or recycling old passwords [13]. While it is possi-
ble to create strong and meaningful passwords us-
ing pseudo-random combinations of letters, num-
bers and characters that are meaningful only to the
owner [29], four to five passwords are the most a
typical user can be expected to use effectively [1].

Thus memory issues impede the strength of pass-
word chosen by the user. To help users in set-
ting strong passwords and aid memorability, graph-
ical passwords have been proposed. Methods such
as draw-a-secret are an improvement on usability
of password authentication. Password strength is
improved too as even a small subset of graphical
passwords constitutes a much larger password space
than dictionaries of textual passwords [14]. They
work on the principle that humans can remember
pictures better than text [24]. However no research
has investigated how effortful setting password is
for the user nor how depletion states impact pass-
word choice and subsequent memorability.

2.2 Cognitive Effort and Depletion

Human beings have a limited store of cogni-
tive energy or capacity [2]. Self-control tasks,
choice and decision-making draw from this inner
resource. Tasks requiring self-control tasks span
across spheres such as controlling attention, emo-
tions, impulses, thoughts and cognitive processing,
choice and volition and social processing [3]. In
general, all tasks that are cognitively effortful—and
thereby System 2 in the terminology of the dual-
process model—draw from the limited cognitive en-
ergy. As a muscle that gets tired with exertion, self-
control tasks cause short-term impairments in sub-
sequent self-control tasks. This is termed a state of
ego depletion or cognitive depletion. There are lev-
els of depletion beyond which individuals may be
unable to control themselves effectively, regardless
of what is at stake [3] and in unrelated sphere of
activity [2]. This phenomenon has been observed
in areas of over-eating, -drinking, -spending, under-
achievement, and sexuality [3].

An underlying question of this research is
whether the creation of strong passwords is a cogni-
tively effortful task. If that is the case, then we ex-
pect to observe that the creation of passwords is im-
paired under cognitive depletion. On such an obser-
vation, we can further conclude that cognitive effort
is necessary for password creation. Given that cog-
nitive depletion permeates different activities and is
yielded by a variety of self-control tasks, we can
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therefore expect that password creation will be im-
paired by the user’s other effortful activities.

2.2.1 Beliefs

In this context, it is an important question whether
all people are equally cognitively depleted. Inter-
estingly, a person’s beliefs have an influence on the
level of that person’s cognitive depletion. There is a
line of research in (motivational) psychology inves-
tigating the impact of beliefs on the nature of human
attributes. A classical example is the belief whether
intelligence is fixed or malleable [5, 9]. It turns out
that implicit beliefs about willpower as a limited re-
source [15] impact the extent of cognitive depletion.
Consequently, individuals who believe in unlimited
willpower are less affected by cognitive depletion.
This effect impacts our experiment because partic-
ipants are not equally affected by the manipulation
inducing cognitive depletion, and we expect to see
differing depletion levels in the experiment group.

2.2.2 Personality Traits

While beliefs or mindsets of persons constitute per-
sonality traits already, we expect other personality
traits to influence the capacity to bear cognitive ef-
fort as well as the strength of chosen passwords.
Capacity theories of self-control conceptualise it as
a dispositional trait like construct that differ across
individuals. Thus people high in dispositional self-
control will have more resources at their disposal
than individuals lower in trait self-control. In addi-
tion, certain people are dispositionally motivated to
act in a certain way such as over-eating, -drinking.
Personality traits has already been linked with secu-
rity research, for example impulsive individuals are
more likely to fall for phishing e-mails while trait-
based susceptibility to social engineering attacks is
recognised [27].

2.2.3 Affect

Security tasks including password security often
leads to user frustration [13]. While affect states im-
pact decisions, they also influence cognition [23].

Affect states enable recall of mood congruent in-
formation that might influence judgments, or the
heuristic adopted to make decisions [6].

In addition the active regulation of emotion or
mood deplete self-control resources and invoke ego
depletion [2]. Regulating affect often requires the
individual to overcome the innate tendency to dis-
play emotions while negative affect, induced by de-
manding and frustrating tasks, is implicated in de-
velopment of ego depletion.

3 Method

3.1 Participants

The sample consisted of university students, N =
100, of which 50 were women. The mean age was
28.18 years (SD = 5.241) for the 83 participants
who revealed their age. The participants were bal-
anced by gender and assigned randomly to either
the depletion (n = 50) or control (n = 50) condi-
tion. They were mostly non-computer science stu-
dents from Newcastle and Northumbria University,
of mainly international background (common coun-
tries included Oman, China and Iraq). Tiredness
and cognitive depletion over the course of a day
are affected by the participants’ circadian rhythm.
Hence to control the confounds of the circadian
rhythm, the experiment runs were balanced in time-
of-day for depletion (M = 4.167, SD = 1.403) and
control (M = 4.167, SD = 1.642) conditions. We
ran a Wilcoxon signed-rank test on the two condi-
tions matched by time of day. We find that the distri-
bution of participants across the two groups was not
statistically different, with Z = 0.00 and p = 1.00.

3.2 Procedure

The experiment was designed to enable a compari-
son of the influence of cognitive depletion on pass-
word strength. The experiment group was artifi-
cially cognitively depleted with tasks that required
impulse control while the control group was not de-
pleted, completing non-depleting tasks with similar
length and flavour.
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The procedure consisted of (a) pre-task ques-
tionnaires for demographics and personality traits,
(b) a manipulation to induce cognitive depletion,
(c) a manipulation check on the level of depletion,
(d) a password entry for a mock-up GMail registra-
tion, and (e) a debriefing and memorability check
one week after the task with a GMail login mockup.
Figure 1 depicts the experiment design.

3.2.1 GMail Registration Task

Participants were asked to generate a new password
for a Google Mail (GMail) account, on a mock-up
page which was visually identical to a GMail reg-
istration. The participants were told (a) to create
the account carefully and fill in all the fields; (b) to
give correct and valid information; (c) that the ac-
count is highly important; and (d) that they should
ensure they can remember the password. Partici-
pants were also asked to return to the lab one week
after the registration task. Registered e-mail address
and password were recorded. The strength of the
password was measured.

3.2.2 Inducing Cognitive Depletion

We induce cognitive depletion for the experiment
condition, reproducing manipulation components of
Baumeister et al. [26]. In the experiment condi-
tion, the participants are asked to suppress thoughts,
control impulses to follow a learned routine and to
execute a cognitively effortful Stroop task. In the
control condition, the participants fulfil tasks with a
similar structure, flavor and length, however with-
out the depleting conditions.

As discussed in Section 2.2.1, we expect partici-
pants in the experiment condition to be affected by
the induction of cognitive effort to differing degrees.
Especially the implicit theories about willpower
have been shown to have a significant effect on cog-
nitive depletion [15]. Consequently, we will control
the strength of the manipulation with a manipula-
tion check based on a brief mood inventory (Sec-
tion 3.3.2) evaluated in the Results Section 4.1.

1. Thought supression task. In the experiment
condition, the participants are shown a lot white
bear and asked not to think of the white bear, a

procedure following Wegner et al. [28]. They are
to raise their hand should they have thought of the
white bear and failed to suppress the thought. In
the control condition, the participants are asked to
record whenever they think about a white bear, but
not instructed suppress it. The control condition, is
not cognitively depleting as the participants do not
need to suppress their thoughts.

2. Impulse control task. This task is adapted from
Muraven et al. [21]. Participants are asked to cross
out all letters "e’ in a complex statistical text for five
minutes. This establishes a learned routine. Then
the participants are given another statistical text. In
the experiment condition, the participants are asked
to follow a new rule, to cross out all letters ‘e’ unless
they are adjacent to a vowel. This rule interferes
with the learned routine and asks the participants to
exercise impulse control on it, which is depleting.
In the control condition, the participants are asked
to follow the same routine to cross out all letters
‘e’. This rule does not require impulse control and
is thereby non-depleting.

3. Cognitively effortful task. We used the Stroop
task [25] as cognitively effortful task. Participants
are asked to voice the printed color of a color word.
The Stroop condition is that the name of a color
(e.g., ‘red’) is printed in a color not denoted by the
name (incongruent color and name). This task is
a cognitively effortful when the Stroop condition
is fulfilled. The experiment condition involved an-
swering 10 Stroop items with the Stroop condition.
The control condition involved answering 10 items
without Stroop condition.

3.3 Measures
3.3.1 Password Strength

We tested multiple password meters, such as the Mi-
crosoft password meter and finally settled for the
password meter Web site! because it uses an inter-
val scale and makes the components of the pass-
word score transparent. Each component, such as
‘number of characters’ or presence of ‘numbers’,
gives a bonus or malus for the overall score. All

"http://www.passwordmeter. com
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Figure 1: Overview of the experiment procedure. The control group did manipulation tasks with similar
structure and flavor, yet without the depleting condition.

component scores were recorded individually and
their sum computed as password score. Whereas the
password meter itself caps the scores at 0 and 100,
our final score could be negative or greater than 100.

The password meter does not account for weak-
nesses such as the use of dictionary words or per-
sonal identifiable information (e.g., name, user-
name) as part of the password. By the NIST
password guidance [7], those conditions, especially
failing the dictionary test, make weak passwords.
Hence, we adjusted the obtained password scores
with penalties if the password contained:

e an unmodified dictionary word (-25),
e part of the user’s real name (-50),

e the username (-50), or

e the user’s student id (-50).

The dictionary words we checked were the large list
of the Openwall wordlist collection?, intended pri-
marily for use with password crackers such as John
the Ripper and with password recovery utilities. For
the username, we argue that this information is often
at the disposal of an adversary in offline attacks. For
instance, for the Linux /etc/passwd file, the user-
name is the first field of each entry, the real name
in often encoded in the comment field. We obtain
a final password strength score on an interval scale,
with values between -100 and 150. The password

2http://wuw.openwall .com/wordlists/

strength obtained from this procedure was nearly
normally distributed across the participants.

In addition to the password meter score, we eval-
uated the NIST password entropy according to the
heuristic given in the NIST Special Publication 800-
63 [7] and submitted the passwords to the CMU
Password Guessability Service (PGS) [19], however
both methods offered limited differentiation across
the range of password strengths.

3.3.2 Brief Mood Inventory

Earlier research found that cognitive depletion can
be checked with a brief mood inventory, either the
Brief Mood Introspection Scale (BMIS) [20, 2] or
a short form. We use a short form of a brief mood
inventory used as manipulation check in Baumeis-
ter’s research [26], including the dimensions (a) ex-
cited, (b) thoughtful, (c) tired, (d) happy, (e) worn
out, (f) sad, (g) angry, (h) calm, rated on 5-point
Likert-type items between 1 Disagree strongly and
5 Agree strongly, with 3 Neither agree nor disagree
as central point. Baumeister el al. [26] found that
tiredness and feeling worn out are significantly af-
fected by cognitive depletion and can therefore be
used as self-report manipulation check.

3.3.3 Big Five Inventory

The personality traits of the users were queried with
a 60-item Berkeley Big Five Inventory (BFI) [11,
16, 17]. The inventory measures the traits (a) Open-
ness to experience, (b) Conscientiousness, (c) Ex-
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traversion, (d) Agreeableness, and (e) Neuroticism,
with a 5-point Likert-type items between 1 Disagree
strongly and 5 Agree strongly computing the scores
as means of items for each domain.

4 Results

All inferential statistics are computed with two-
tailed tests and at an alpha level of .05.

4.1 Manipulation Check

We used the brief mood inventory introduced
in Section 3.3.2 as manipulation check on the
cognitive depletion, following a methodology of
Baumeister et al. [26].

A comparison across groups on tired and worn
out suggested that the manipulation was successful
(Mann-Whitney U, two-tailed, tired: U = 368,Z =
—6.299, significance p = .000 < .05; worn out:
U =669, Z = —4.145, significance p = .000 < .05).
As expected following Baumeister et al. [26] in the
use of the brief mood inventory: the moods of feel-
ing tired and feeling worn out were found to be sig-
nificantly higher in the depleted group than in the
control group. The effect size of the manipulation
for reporting feeling tired is r = 0.63 and for feel-
ing being worn out is r = 0.42. That constitutes a
large effect on feeling tired and a medium to large
effect on feeling worn out. Consequently, this sug-
gests that the cognitive depletion of the participants
has been induced by the manipulation.

4.2 Password Strength Score

The distribution of the Passwordmeter password
strength score is measured on interval level and is
not significantly different from a normal distribu-
tion, Saphiro-Wilk, D(100) = .99, p = .652 > .05.
The distribution of the Password Guessability Ser-
vice (PGS) results are measured on interval level
and significantly different from a normal distribu-
tion, Saphiro-Wilk, D(100) = .59, p = .000 < .05.
We continue the analysis with the Passwordmeter
password strength score. We computed Levene’s

test for the homogeneity of variances. For the pass-
word meter scores, the variances were not signifi-
cantly unequal (a) for experiment and control con-
dition, F(1,98) = 3.369, p = .069 > .05, and for
(b) for gender, F(1,98) =1.378, p = .243 > .05.

Univariate Analysis of Variance (GLM). We con-
ducted a Univariate Analysis of Variance (GLM)
with Type III Sums of Squares—robust against un-
equal sample sizes—with password strength as de-
pendent variable. We used condition, gender and
the Brief Mood Inventory (BMI) items as fixed vari-
ables, the Big Five Inventory (BFI) as covariates.

(a) There was a significant effect of gender,
F(1,60) = 6.824, p = .011, partial n? = .102.
(b) We observed a significant effect of BMI_Tired,
F(4,60) = 3.687, p = .009, partial n?> = .197.
(c) BMI_Calm had a significant effect, F(4,60) =
4.264, p = .004, partial n2 = .221. Other factors did
not show significant effects. The corrected model
offered a variance explained of R*> = .533 (adjusted
R? = 229).

4.3 Automated Linear Regression.

The impact on the password strength score was an-
alyzed with a multi-predictor forward stepwise lin-
ear regression. The linear regression has an adjusted
R? = .206. The studentized residual was close to a
normal distribution. The outcomes of the gender,
Big Five (5) and brief mood inventory (8) were pre-
dictors on the password strength score as target vari-
able. The gender did not have a significant effect in
the linear regression. We provide coefficients of the
linear regression in Table 3. The extended version
of this paper [12] contains detailed tables of the re-
gression results. We give details of the automated
data preparation of the regression first and will sub-
sequently describe the effects in decreasing order of
predictor importance.

Depletion Level from Brief Mood Inventory The
SPSS automated data preparation of the linear re-
gression merged categories of BMI_Tired to max-
imise the association with the target. We accept
this grouping and name the cases introduced by
SPSS and call it the depletion level of (a) non-
depleted, (b) effortful, and (c) depleted. Strongly

60 LASER 2016 Learning from Authoritative Security Experiment Results

USENIX Association



disagree, disagree slightly and neither agree nor
disagree were grouped as BMI_Tired . T = 0. We
label this case as depletion level non-depleted. The
agree slightly of BMI_Tired was transformed into
BMI_Tired_T = 1, which we label as depletion level
effortful. BMI_Tired of Agree strongly was trans-
formed into BMI_Tired_T = 2, which we label as
depletion level depleted.

The extended version of this paper [12] contains
further analysis of justification of this grouping.

Accepting the grouping of the SPSS automated
data preparation, we have: Of the control group, 49
participants were consequently rated non-depleted;
0 participants were rated as effortful; 1 participant
was rated as depleted. Of the experiment group,
23 participants were rated non-depleted; 17 partic-
ipants were rated as effortful; 10 participants were
rated as depleted. Table 1 contains an overview of
descriptive statistics over these groups.

Effects of Cognitive Depletion. The depletion
level was indeed the most important predictor in the
regression (significance p = .001 < .05, predictor
importance= 0.371). The effortful level, that is only
slightly depleted, had a coefficient of 50.65 (signif-
icance p = .000 < .05). The non-depleted level had
a coefficient of 31.62 (significance p = .006 < .05).

We summarize the descriptive statistics of pass-
word strength score by depletion level in Table 1
and depict them in Figure 2. The descriptive statis-
tics on password guessability determined by PGS
show the same overall outcome in terms of means
of password guesses as well as percentage of pass-
words determined as unguessable (cf. Table 2).

Effects of Mood. BMI Thoughtfulness and Calm-
ness had significant effects. Strong disagreement
to thoughtfulness implied stronger passwords (sig-
nificance p = .018 < .05, predictor importance =
0.251, coefficient 40.072). Strong disagreement to
calmness implied stronger passwords (significance
p = .012 < .05, predictor importance = 0.172, co-
efficient 38.799).

Effects of Personality Traits. Of the Big Five
personality traits, the BFI Agreeableness score
was the most important predictor on the password
strength (significance p = .025 < .05, predictor im-
portance = 0.137, coefficient 14.649), where higher

agreeableness significantly implied stronger pass-
words. The BFI Extraversion was a notable yet non-
significant negative predictor on password strength
(significance p = .108 > .05, predictor importance
= 0.069, coefficient —11.538).

5 Discussion

This study applied the methodology of previous
cognitive depletion studies [3, 2, 15, 26] to a ubiqui-
tous security context. We observe that cognitive ef-
fort is a major predictor of password strength. Mod-
erate cognitive exertion leads to stronger passwords
than in an non-depleted and in depleted states.
Strong depletion leads to weaker passwords than in
moderate exertion and non-depleted states.

This is in accord with Kahneman’s observation
that initial effortful activity introduces a bias to-
wards exerting further cognitive effort [18]. This
outcome can also be explained with Selye’s arousal
curve [8], an inverse U-shaped relation between the
activity of the stress system and the quality of a
human’s performance, yielding an optimum perfor-
mance under moderate stress. This result vouches
for further investigation, in particular to what extent
this observation can be operationalized to improve
the quality of password choice.

Our analysis also showed the impact of mood
and personality, hence indicates the importance of
studying other human dimensions. The results on
the brief mood inventory are surprising in them-
selves, in particular because participants who re-
ported themselves as not thoughtful or not calm
chose better passwords. This result can substantiate
the explanation of Selye’s arousal curve as a possi-
ble explanation. In any case, these results ask for
the investigation of the influence of current stress
and mood on password choice, in particular whether
negative emotions such as fear are involved.

For personality traits, it is plausible that BFI
Agreeableness has an impact on the password
strength, because the NEO PI classifies Compliance
one of its facets, and hence postulates a tendency to
avoid conflict and cooperate. Therefore, we assume
users with high agreeableness to comply to pass-
word policies, as well. However, the results on the
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Table 1: Descriptive statistics of password strength via password meter by condition and depletion level.
Condition Depletion Level N Mean Std. Dev.  Std. Error Min  Max

Non-depleted 49 40.65 30.97 443 -45 121
Control Depleted 1 16.00 - - 16 16
Total 50  40.16 30.87 437 -45 121
Non-depleted 23 3330 33.81 7.05 -19 102
Experiment  Effortful 17 57.12 45.07 10.93 -24 138
Depleted 10 11.10 45.97 1454  -64 70
Total 50 36.96 42.99 6.08 -64 138
Total 100 38.56 37.27 3.73 -64 138

Table 2: Descriptive statistics of password guessability determined by the CMU Password Guessability
Service (PGS) by condition and depletion level. PGS declares passwords “unguessable” at 2.E+13 guessing

attempts.

Condition Depletion Level N Mean  Std. Dev.  Std. Error  Unguessable Pwds % (#)

Non-depleted 49  485E+12  7.19E+12  1.03E+12 22.4% (11)

Control Depleted 1 40945471 - - 0% (0)

Total 50 4.75E+12  7.15E+12  1.01E+12 22% (11)

Non-depleted 23 237E+12  5.69E+12  1.19E+12 13%(3)

Experiment  Effortful 17  7.83E+12 8.49E+12  2.06E+12 47.1% (8)

Depleted 10  1.71E+12  5.22E+12  1.65E+12 9.1% (1)

Total 50 4.09E+12  7.11E+12  1.01E+12 24% (12)

Total 100 4.42E+12  7.10E+11 7.10+11 23% (23)

Table 3: Coefficients of the Automated Forward Stepwise Linear Regression.

Model Term Cases Coef. Std. Err. t Sig.  95% Conf. Interval Imp.

Lower Upper

Intercept -28.064 36.131  -0.777 439  -99.833  43.705
BMI_Tired non-depleted 31.623 11.331 2.791  .006 9.115 54.132 0371
BMI_Tired effortful 50.650 13.477  3.758 .000  23.880  77.420 0.371
BMI_Thoughtful disagree strongly 40.072 16.704 2399 .018 6.892 73252 0.251
BMI_Thoughtful neither/nor, slightly agree  19.405 8.514 2279  .025 2.493 36.318  0.251
BMI_Calm disagree strongly 38.799 15.187 2555 012 8.632 68.967 0.172
BFI_Agreeableness 14.649 6415 2283 .025 1.906 27392 0.137
BFI_Extraversion -11.538 7117 -1.621 108  -25.675 2.600  0.069
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Figure 2: Boxplots of the password strength score by depletion level and experiment condition. 49 par-
ticipants of the control condition were non-depleted, one participant was depleted. 23 participants of the
experiment condition were non-depleted, 17 classified as effortful, 10 as depleted.
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BFI ask for further investigation, as the experiment
cannot distinguish whether the participants sought
to please the experimenter, constituting a confound-
ing variable, or whether the effect of compliance
persists in real-world scenarios. It is notable that
BFI Conscientiousness, the tendency to show self-
discipline and be dutiful, did not have a significant
effect on the password strength.

5.1 Ethics

The experiment followed the ethical guidelines of
the university and has received ethical approval.
The participants were informed that personal iden-
tifiable data will be stored in hard and soft copy and
have consented to the experiment procedures. The
participants were informed of the rough experiment
effort and the requirement to come back to the lab
in a week, before choosing to participate. The par-
ticipants were paid a time compensation of $15 for
partial completion and $23 for completing all com-
ponents of the experiment. The participants data
in hard and soft copy was stored securely in an of-
fice under lock and key, on stationary machines or
laptops with full hard disk encryption. The partic-
ipants passwords were stripped from username and
other PII before being uploaded to CMU’s Password
Guessability Service (PGS). The data was deleted
from CMU’s servers after 14 days.

5.2 Ecological Validity

We developed a mockup of GMail, which was visu-
ally identical to GMail’s account registration page.
In this sense the experiment is generalisable to real-
life settings. Even though the experimenter did not
disclose that the GMail registration was a mockup,
we cannot exclude that participants might have no-
ticed that it was not the real GMail registration page.
The experiment included a memorability check for
which the participants were asked to return to the
lab one week after the registration task. They were
to enter the set password in a GMail login mockup.
The participants were made aware of this require-
ment in the initial pre-experiment briefing.

5.3 Limitations

We account for limitations of the given experiment
and offer mitigation options for future experiments
where appropriate.

Experiment Design. Whereas the experiment
was balanced in that the participants of experiment
and control group did manipulation tasks of similar
structure that only differed in the depletion condi-
tion, the experiment was not designed to be double-
blind. The experimenter knew which condition the
participants were in. Future experiments can use a
second experimenter for the tasks after the manipu-
lation unaware of the depletion state.

Strength of Manipulation. The number of partic-
ipants that reported strong depletion was low (n =
11), limiting the importance of this coefficient. Fu-
ture experiments will need to achieve stronger de-
pletion throughout and manipulate a slight cogni-
tive effort stimulus deliberately. The cognitive de-
pletion manipulation was only partially successful
with 28 participants out of 50 reporting slight or
strong agreement with tiredness. Earlier studies,
such as [15] used 48 Stroop task items, while our
study only contained 10 items. Future experiments
can increase the cognitive effort by increasing the
number Stroop task items.

Unequal Sample Sizes. Due to the differing im-
pact of the manipulation on the participants, the
grouping by depletion level yielded unequal sam-
ple sizes. This could have confounded analysis
with One-way ANOVA. Consequently, we have em-
ployed an Univariate Analysis of Variance with
Type III Sums of Squares robust in this situation.
Alternative approaches with random re-sampling to
groups with equal sample sizes agreed to the analy-
sis outcomes.

Low granularity on depletion levels. Depletion
levels have only been differentiated on a 5-point
Likert-type scale. Further categorisation of these
levels will be beneficial to investigate when cogni-
tive effort promotes or inhibits security behaviour.
Future experiments can mitigate this limitation with
either a 9-point Likert-type scale or a Visual Ana-
logue Scale (VAS).

Password measures. The password strength mea-
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surements considered in this study all come with
weaknesses: The password meter has limitations
in being purely heuristic. The other two measures
lack in differentiation across the range of password
strengths. The NIST entropy estimate only offers
a low differentiation between password strengths.
The results of the CMU Password Guessability Ser-
vice (PGS) are not normally distributed and come
with a static cut-off at which the service considers a
password “unguessable”, conflating the strengths of
secure passwords to a single value.

Low Adjusted R* in Linear Regression. The ad-
justed R> = .206, hence the automated linear regres-
sion accounts for 20.6% of the variability, adjusted
for the number of predictors in the model. We ob-
serve that the variability in the experiment group as
well as in the participants with a depletion level of
effortful or depleted was higher than in the control

group.

6 Conclusion

We offer the first comprehensive study of cogni-
tive effort and depletion in a security context. We
conclude that cognitive effort is a necessary condi-
tion for the creation of strong passwords, which in
turn implies an involvement of System 2 in terms
of the dual-process model. It is an intriguing ob-
servation that slight cognitive effort improves pass-
word strength and that cognitive depletion dimin-
ishes password strength. It has far-reaching conse-
quences for the design of password user interfaces
and password policies. First, we observe that the
user’s cognitive effort and depletion may be more
important than solely concentrating on password
complexity requirements. Second, the user’s cog-
nitive depletion may yield an alternative explana-
tion for and substantiate earlier research on the se-
curity compliance budget [4]. Third, our investi-
gations indicate practical amendments to password
policies (“Only set a new password when you feel
fresh and awake.”) and possible HCI interventions
to strengthen password behavior (e.g., by inducing
cognitive effort before the password generation).
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