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Abstract
In distributed storage systems, the ability to recover from
failures is critical for ensuring reliability. To improve recovery
speed, these systems often distribute the recovery task across
multiple disks and recover data units in parallel. However, the
use of fine-grained data units for better load balancing can
increase the risk of data loss.

This paper systematically analyzes the recovery load dis-
tribution problem and proposes a new data placement algo-
rithm that can achieve load balancing without employing fine-
grained data units. The problem of finding an optimal data
placement for recovery load balancing is formally defined and
shown to be NP-hard. A greedy data placement algorithm is
presented, and experimental results demonstrate its superior
performance compared to conventional techniques, with up to
2.4 times faster recovery. Furthermore, the algorithm supports
low-overhead system expansion.

1 Introduction
In distributed storage systems, data is divided into smaller
units called data units, which are grouped together in a place-
ment group for reliability. For example, Google File System
(GFS) [6] uses 64MB chunks as data units and replicates each
chunk three times to form a placement group. The technique
of erasure coding [7, 14, 18] can be utilized to calculate the
parity of data units that have been grouped together to form a
placement group, thereby providing another method for data
reliability. If a single node fails in the storage system, the lost
data units on that node must be repaired and distributed to
other nodes, a process known as recovery. In this context, the
term node is used to refer to an entity within the distributed
system, which can be either a whole server or a single disk.
Since there are many data units on a single node and different
data units on the same node may belong to different place-
ment groups, these storage systems can perform recovery in
parallel, improving recovery speed [12, 13, 21]. Parallelized
recovery has the potential to increase recovery speed so that
it is limited by the cluster’s bandwidth rather than the band-
width of an individual node, improving the overall reliability
of the storage system.

However, parallelized recovery does not necessarily imply
faster recovery. An imbalance in the distribution of recovery
load among various nodes can lead to congestion in certain
nodes and prolonged recovery times. Imbalanced recovery

loads can also negatively impact the performance of certain
nodes, as they may have to devote a significant amount of
their bandwidth to recovery.

To address these issues, distributed storage systems of-
ten employ fine-grained data units to balance the recovery
load [6, 20]. By distributing a sufficient number of data units
across various nodes, the recovery load can be evenly dis-
tributed through randomization [13]. However, this approach
to fine-grained recovery, while effective in load balancing,
also increases the risk that any placement group in the cluster
fails [1–4, 9, 22]. Furthermore, the utilization of fine-grained
data units can result in an uptick in overhead for the manage-
ment of metadata.

This paper presents a novel data placement algorithm de-
signed to achieve a more balanced recovery performance
without the need for fine-grained data units. Data placement,
which refers to the mapping of data units to disks, is chal-
lenging to design as it impacts data distribution and system
scaling. Therefore, an effective data placement algorithm that
can balance the recovery load should not have any negative
impact on these perspectives.

To create a data placement algorithm for balancing the
recovery load, this paper begins by formally defining the opti-
mal recovery load distribution problem as selecting a set of
nodes to minimize the weight of the edge with the highest
weight in the recovery load graph. We then prove that this
problem is NP-hard by showing that it can be transformed
into a maximum independent set problem in polynomial time.

The paper then proposes a data placement algorithm based
on a greedy strategy that is able to compute a more balanced
data placement for recovery load distribution. The algorithm
also supports low-overhead system expansion. Experiments
demonstrate that the use of this data placement algorithm can
improve the storage system’s recovery performance by 1.7-2.4
times compared to the original data placement algorithm.

The contributions of this paper include:

• We formally define the optimal recovery load distribu-
tion problem. Following this, the paper proves that the
problem is NP-hard.

• We propose a greedy data placement algorithm for ef-
ficient recovery. It is experimentally demonstrated that
the algorithm is able to provide a more balanced recov-
ery load distribution. The algorithm can support low-
overhead system expansion.
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2 Problem Definition and Analysis

2.1 Repair Load Matrix
The utilization of both replication and erasure coding tech-
niques serves as a means to guarantee reliability in data stor-
age systems. Various erasure codes exist, each having dis-
tinct read patterns. For instance, LRC (Local Reconstruction
Codes) [7] utilize a minimal number of nodes for repair, while
regenerating codes [5, 18] necessitate the read of data from a
larger number of nodes but only a fraction of the information
from each node. To harmonize these techniques, the repair
load matrix is employed as a means to describe the repair
process for both replication and erasure coding.

The repair load matrix is a matrix that represents the cost
required to repair a failed node. In scenarios where I/O is
the system bottleneck, the cost typically refers to I/O ex-
penses, and nodes are often interpreted as individual disks.
Conversely, when network bandwidth is the system’s bottle-
neck, the cost usually denotes network expenditures, with
nodes commonly referring to whole servers.

Let us denote the cardinality of a placement group as n.
Correspondingly, the repair load matrix is represented by an
n×n matrix W . The element Wi, j within this matrix signifies
the cost incurred to retrieve data from the jth node in the
placement group when the ith node within the same group
encounters a failure. For example, the repair load matrix for a
(k = 3,r = 1) Reed-Solomon (RS) code [14] is given below,
and it shows that when any node fails, data needs to be read
from all other nodes, and the cost of reading data from any
other node is 1.

W =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0


In the context of an RS code where the redundancy param-

eter r is greater than 1, there exists a multitude of plausible
options for the repair load matrix W . This is contingent upon
which nodes are selected for data reading during the recovery
process. Any such selection can appropriately serve as the
repair load matrix for the system.

For a (k = 4,r = 2, l = 2) LRC code, the repair load matrix
can be written as

W =



0 1 1 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 1 0 1 0 0
0 0 0 1 1 0 0 0
1 1 0 1 1 0 0 0
1 1 0 1 1 0 0 0


In this matrix, when repairing a data node or local parity

node, the LRC needs to read data from k
l nodes in the same

group in order to reconstruct the original data. When a global
parity node requires repair, the LRC must read all data nodes’
contents.

2.2 Recovery Load Graph
The repair load matrix defines the repair process for a sin-
gle placement group within a distributed storage system. In
contrast, the recovery load graph (or recovery load matrix)
characterizes the recovery load on each node in the event of
a failure within the system. This is achieved by summing
the repair load for each placement group. The recovery load
graph is defined mathematically as follows:

Definition 1 (Recovery Load Graph). Let W be the repair
load matrix defined above. Suppose there are N nodes in
the storage system, and the storage system has S placement
groups, denoted P1,P2, . . . ,PS. Each placement group Pi is
an array with length n, where each value, denoted by Pi,k,
represents a node id. If Pt,k = i, then we define Index(Pt , i)= k.
The recovery load graph corresponding to this storage system
is G = (V,E), where V is the set of points in the graph with
cardinality N, representing the nodes in the system, and E is
the set of edges in the graph. Let Ei, j denote the edge weight
between node i and node j, representing the load of reading
data from node j when node i fails. Let [i ∈ P] return 1 if i ∈ P
and 0 otherwise. The edge weight is calculated as follows:

Ei, j =
S

∑
t=1

[i ∈ Pt ] · [ j ∈ Pt ] ·WIndex(Pt ,i),Index(Pt , j) (1)

……

Figure 1: Recover Load Graph

2.3 Optimal Recovery Load Distribution
In this paper, we consider a system in which each placement
group comprises an equal quantity of data. Placement groups
that are not at capacity, as they consume a minimal amount of
storage space, are disregarded. Upon the arrival of new data,
the system must determine an appropriate placement group to
accommodate it. The objective is to minimize the imbalanced
recovery load upon the addition of a new placement group to
the system. An alternative approach to this problem would be
to determine the optimal recovery load distribution by con-
sidering all placement groups simultaneously, as opposed to
incrementally identifying a single placement group. However,
such an approach may significantly restrict the system’s abil-
ity to add or remove a node, as it is hard to predict these events
in advance.
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An optimal distribution of recovery loads should strive to
minimize the maximum recovery load after the integration of
a new placement group. The definition of the optimal recovery
load distribution problem is given below:

Definition 2 (Optimal Recovery Load Distribution Problem).
Given a recovery load graph G = (V,E), the optimal recov-
ery load distribution problem is to construct an array P of
length n such that all its elements belong to V , and the cor-
responding set of edges E ′, where E ′

i, j = Ei, j +[i ∈ P] · [ j ∈
P] ·WIndex(P,i),Index(P, j), such that the maximum value in the
edge set E ′ is minimized. The optimal recovery load corre-
sponding to graph G is:

min
P

max
i, j∈V

E ′
i, j (2)

As shown in Figure 1, when node i and node j have a
common placement group, the edge weight between them
needs to be added to the repair cost corresponding to the
repair load matrix. The optimal recovery load distribution
problem then becomes a problem of selecting n nodes from
the N nodes in graph G, such that the highest edge weight in
the graph is minimized after the weights are added.

2.4 Complexity Analysis and Proof
In this section, we prove that the optimal recovery load distri-
bution problem is NP-hard by reducing a known NP-complete
problem, the maximum independent set problem [8], to it
within polynomial complexity.

Definition 3 (Maximum Independent Set Problem). Given
a graph G = (V,E) and an integer n, let N(i) represent the
set of neighbor nodes of node i. The decision form of the
maximum independent set problem is to determine whether
there exists a set P ⊆V with cardinality not less than n such
that ∀i ∈ P, N(i)∩P = /0.

As shown in Figure 2, an independent set of a graph is a
set of nodes such that no two nodes in the set have an edge
between them. The red nodes in Figure 2 form an independent
set of the graph because there are no edges between any two
colored nodes. The maximum independent set problem is to
find an independent set of cardinality not less than n in the
graph.

Figure 2: Maximum independent set problem

Lemma 1. The maximum independent set problem can be
reduced to the optimal recovery load distribution problem in
polynomial time.

Proof. We consider the following problem for an arbitrary
graph G = (V,E): Given the recovery load graph G′ = G =
(V,E), where W is a repair load matrix with all entries equal
to 1 except for the diagonal entries. The recovery load edge
weight Ei, j = 1 when there is an edge in G from node i to node
j. The goal is to find a placement group P that minimizes the
maximum value in the updated edge set E ′ of graph G′ after
the integration of a new placement group.

We prove that the problem of finding the maximum inde-
pendent set of graph G can be reduced to solving the optimal
recovery load problem. Specifically, we show that the cardi-
nality of the independent set of graph G is not less than n if
and only if there exists a placement group P with cardinality
n such that the optimal recovery load of graph G′ is 1.

If there exists an independent set of cardinality not less
than n in graph G, we can simply select n nodes from the
independent set and place the new placement group on these
n nodes in G′. Denote this set of n nodes as p. Since these n
nodes are not adjacent to each other, Ei, j = 0 and E ′

i, j = 1 for
any node i and node j that belongs to p. Any other edges in E ′

remain the same as in E, which are no larger than 1. Therefore,
the edge with the largest weight in E ′ will not exceed 1. As a
result, the optimal recovery load corresponding to graph G′ is
1.

Conversely, if the optimal recovery load corresponding to
graph G′ is 1, we assume that there is no independent set of
cardinality not less than n in graph G. This means that we can
arbitrarily select n nodes from the graph G, and at least two
of these n nodes are adjacent. Then, if we select the same set
from the graph G′, the maximum edge weight of the edge Ei, j
in this set is 1. After the integration of the new placement, the
edge weight of the edge E ′

i, j is at least 2 because W is a repair
load matrix with all entries equal to 1 except for the diagonal
entries, which suggests that the optimal recovery load for this
graph is at least 2. This contradicts the premise, so it follows
that there must exist an independent set of cardinality not less
than n in the graph G = (V,E).

Additionally, the reduction of the problem has a complexity
of O(|E|), as each edge of the graph G can be transformed
into an edge in the recovery load graph by visiting it once.
Thus, the problem of finding the maximum independent set
can be efficiently reduced to the problem of determining the
optimal recovery load distribution in polynomial time.

Since the maximum independent set problem is an NP-
complete problem [8], it follows from Lemma 1 that the
optimal recovery load distribution problem is an NP-hard
problem.

3 Algorithm Design
3.1 Data Placement Algorithm
This section presents a data placement algorithm based on a
greedy strategy for the NP-hard problem of optimal recovery
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load distribution. The algorithm aims to select nodes for a
placement group of size n from a set of N nodes by choosing,
at each step, the node whose sum of recovery costs to other
nodes in the current group is smallest. While this method may
not necessarily result in the optimal recovery load distribution,
it can help to balance the recovery load.

The pseudocode for the algorithm is provided in Algo-
rithm 1. This algorithm is responsible for mapping placement
groups to nodes, and it is called to obtain the placement group
P whenever a new placement group needs to be added to the
storage system. The input to the algorithm is the current re-
covery load graph G(V,E). The weight WV (v) of a vertex v is
defined as the sum of the weights of its adjacent edges, that is,
WV (v) = ∑e∈neighbor(v) E(e). D(v) is the number of data units
on the node. Capital letters, such as V0, represent sets, while
lowercase letters, such as v1, represent members of a set. For
example, V0 is a set of vertices and v0 is a vertex within that
set. The function Pick is used to randomly select a member
from a set. The output of the algorithm is a placement group
P.

Algorithm 1: Greedy Data Placement Algorithm
Input :G(V,E)
Output :P

1 v0 = Pick({v |WV (v) = minv′∈V (WV (v′))});
2 P = {v0};
3 while |P|< n do
4 Vcandidates = V −P;
5 V0 = Vcandidates −{v | violates criteria};
6 V1 =

{v | D(v)≤ (minv0∈V0D(v0)) · (1+ ε)∧ v ∈V0} ;
7 V2 =

{v | ∑v′∈P Ev,v′ = minv1∈V1(∑v′∈P Ev1,v′)∧v ∈V1};

8 vnext = Pick(V2);
9 P = P∪{vnext};

10 Update weight in G;

The proposed data placement algorithm based on the
greedy strategy must exclude certain nodes from being placed
in the same placement group. For example, nodes in the same
placement group should not be on the same server or cabinet
in order to reduce the risk of data loss due to systemic failures.
Line 5 of the algorithm demonstrates how the candidate set
V0 is constructed based on this rule.

Heuristic rules are used to find the most suitable next node
for the current placement group. This algorithm first selects
the node with the smallest edge weight sum as the initial
node. This process is shown by lines 1 to 2 of the algorithm.
In order to achieve a uniform distribution of data, in line 6,
V1 is defined as a vertex whose number of data units does
not exceed (1+ ε) times the minimum number of data units
in the current storage system. Since the data is difficult to
achieve absolute uniform distribution, this algorithm uses

an adjustable parameter ε to limit the uniformity of the data
placement.

To distribute the recovery load more evenly among nodes,
V2 is defined as the set of nodes with the smallest sum of
recovery costs to other nodes in the current replacement group
in the event of a failure, as shown in line 7 of the algorithm.
Finally, a vertex vnext is chosen from V2 as the next candidate
for the placement group and added to the set P. This process
continues until n members have been added to the set P, after
which the corresponding weights in G can be updated.

When a node represents a server instead of a disk, data units
for each node in the group require assignment to a specific
disk. This assignment can be efficiently achieved through a
round-robin strategy.

3.2 Target Node Selection
When a single node fails and requires recovery, the data stored
on it must be redistributed to other nodes in order to maintain
the reliability of the system. During this process, it is crucial
to select nodes to receive the data units from the failed node in
a manner that ensures even distribution of recovered data and
maintains balance in the recovery load. The algorithm in Al-
gorithm 2 can be used to select the location of data units to be
redistributed to other nodes during the recovery process. This

Algorithm 2: Target Node Selection for Recovey
Input :G(V,E), placement group P, failure node F
Output :v

1 V0 = V −{v | violates criteria};
2 V1 = {v | D(v)≤ (minv0∈V0D(v0)) · (1+ ε)∧ v ∈V0} ;
3 V2 = {v | ∑v′∈P Ev,v′ = minv1∈V1(∑v′∈P Ev1,v′)∧v ∈V1};
4 V3 = {v | Ev,F = minv2∈V2Ev2,F ∧ v ∈V2};
5 v = Pick(V3);
6 Update weight in G;

algorithm first excludes nodes that do not meet certain criteria
as in Algorithm 1. Next, the algorithm looks for nodes with
used storage space within a certain range in order to achieve
a balanced distribution of data, as described in line 2. The
algorithm then selects nodes that will help maintain recovery
load balance after the faulty node is removed, as shown in
line 3. Finally, the algorithm aims to evenly distribute the load
during recovery; therefore, if the previous conditions are met,
it will select the node with the least connection weight to the
failed node, as shown in line 4.

Since each node may store multiple data units, Algorithm 2
must be run for each placement group to determine the target
nodes.

3.3 System Expansion
When adding new nodes to the system, the graph G must
be updated to include the nodes corresponding to these new
devices. The system can then continue to call the algorithm
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in Algorithms 1 to automatically add new placement groups
containing the new nodes to the storage system, ensuring
that the recovery load remains as small as possible without
requiring any data migration.

However, when adding multiple nodes at once, using the
algorithm in Algorithms 1 directly can result in all the new
placement groups being placed on the same batch of newly
added nodes. This can lead to an imbalanced recovery load,
with a concentration of recovery load and writing load on
the newly added devices, even as more placement groups are
added. To address this issue, the algorithm should control the
rate at which data is placed on the new nodes during system
expansion.

To do this, the new nodes can be placed in a separate collec-
tion. Each time the system is expanded, the user can specify
a parameter c to control the placement rate of data on the new
devices. When calculating data placement, at most c nodes
will be selected from this collection, with the remaining n− c
devices being selected from other devices according to the
algorithm in Algorithm 1. Once the number of data units
on a node within the collection matches the number of data
units on the node with the least amount of data outside of this
collection, the node can be removed from the collection.

4 Evaluation
4.1 Evaluation Setup
In the context of our evaluation, we designate each individ-
ual disk as a node within the system. We carry out both
micro-benchmark experiments and overall performance test-
ing to assess performance. The micro-benchmark experi-
ments, performed outside of an actual storage system, specifi-
cally evaluate the variability in recovery load distribution and
data distribution. Instead of executing actual recovery, micro-
benchmark experiments provide an analysis of the recovery
load distribution, which are complementary to our overall
performance evaluation.

For the overall performance test, we employ a cluster of 16
servers, with each server boasting dual Intel Xeon E5 2643 v4
CPUs, 128GB of 2133 MHz DDR4 memory, a 512GB SATA3
SSD, and six 8TB 7200rpm SAS HDDs. The six HDDs are
independent and not grouped by a RAID. All servers run on
the CentOS 7.8 operating system. The servers are networked
via a 56Gbps Infiniband connection, with an MTU size of
65520, enabling us to better utilize the high-bandwidth net-
work in our evaluation. We set the value of ε to 0.02 for all
experiments to maintain a consistent testing environment.

4.2 Micro Benchmark
We conduct micro-benchmark experiments to see how our
algorithms can help to improve recovery load balance. In all
experiments, N is set to 100, and RS(10,4) code is employed
for each placement group.

Data Distribution. Figure 3a measures the uniformity of
data distribution for different data placement algorithms by

(a) Data Distribution (b) Recovery Load Distribution

Figure 3: The variance of data distribution and recovery load
distribution.

calculating the variance of the number of data units. It can
be seen that the greedy data placement algorithm is far more
uniform than the random data placement algorithm.

Recovery Load Distribution Figure 3b presents the recov-
ery load distribution of the system when utilizing different
data placement algorithms. The data depicted in the figure
demonstrates that the recovery load is more evenly distributed
when using a greedy data placement algorithm as compared
to random data placement.

(a) Add a disk (b) Add two disks

Figure 4: The variance of the recovery load after system ex-
pansion.

Recovery Load Distribution for System Expansion We
evaluate the effects of system expansion on recovery load
distribution. In this experiment, the variable c is set to 1. The
results are illustrated in Figure 4a and Figure 4b. Specifically,
Figure 4a represents the scenario where an additional disk is
added to the system when there are 500 placement groups
stored, while Figure 4b illustrates the situation where two
additional disks are added simultaneously.

The data illustrated in Figure 4a demonstrates that while
the greedy algorithm may initially create a temporary imbal-
ance in recovery load after system expansion, the recovery
load returns to a normal state as more placement groups are
integrated. This phenomenon arises due to the recovery load
on newly introduced disks being zero initially, resulting in a
sharp uptick in the variability of the recovery load distribution.
However, as these new disks become populated with data, the
recovery load re-establishes its balance.

Conversely, Figure 4b illustrates that simultaneous addition
of multiple disks leads to a more pronounced imbalance in the

USENIX Association 2023 USENIX Annual Technical Conference    237



Table 1: The average recovery time of different data placement
algorithms.

Codes Random Greedy Improvement

RS code 554s 273s 2.1x
LRC 460s 192s 2.4x

Clay code 240s 141s 1.7x

recovery load of the storage system and that it takes longer
for the system to return to normal.

4.3 Overall Performance
This experiment measures the recovery performance using dif-
ferent data placement algorithms and different erasure codes,
including RS code, LRC, and Clay Code [18]. To achieve
this, 96 hard disks were distributed across 16 machines, with
each data unit set at a size of 10GB and a total of 175 place-
ment groups in the system. The algorithms are integrated into
the RCStor storage system [16], as it provides high recovery
performance and various erasure codes. Prior to measuring
recovery, data of approximately 256GB was placed on each
disk, resulting in a total data size of 24.4TB. The recovery
process was initiated manually by shutting down a disk, and
the time required for recovery completion was recorded. To
gauge the maximum recovery bandwidth, we initiated the
recovery of all failed placement groups simultaneously. It
should be noted that during recovery, the data from the failed
disks was reconstructed on other functioning disks. We en-
sured there was no bandwidth cap for the recovery process.
Additionally, the recovery was carried out at a time when the
system was not in use, to avoid any operational interruptions.
We conducted 10 trials to ascertain the average recovery time.
The experimental results are presented in Table 1.

The data in Table 1 illustrates that the use of a greedy data
placement algorithm can significantly enhance the recovery
performance for various erasure codes. Specifically, the re-
covery performance is found to be 1.7-2.4 times greater than
that of the random data distribution algorithm.

We have also evaluated the influence of randomness on
recovery time. Our findings suggest that when utilizing the
greedy data placement algorithm, the impact of randomness
fluctuates within a range of ±10%. However, with the random
data placement algorithm, this variability increases to ±20%.

5 Related Work
Copyset [4] proposes to reduce the probability of data loss by
reducing the number of distinct placement groups, which are
referred to as copysets. In contrast, the focus of our paper is
to ensure recovery load balance given a predetermined small
number of placement groups. This number is approximately
the same as the number of copysets, contingent upon parame-
ter configurations. In essence, we tackle the issue of data loss

by balancing the recovery load given a fixed number of place-
ment groups. This aspect marks a departure from the Copyset
paper, which does not focus on recovery load balancing.

PDL [23] is a data placement algorithm that reduces im-
balances in inter-cabinet network communication. Selec-
tiveEC [24] maintains load balance during recovery by dy-
namically selecting nodes for reading and writing through
bipartite graph matching. However, they only reduce recov-
ery load imbalance for the network and cannot guarantee the
balance of load when accessing disks.

RAID-based data placement algorithms [11, 15, 17, 19, 26]
are designed for use with disk arrays, which are not appropri-
ate for use in distributed storage systems. RAID+ [25] and
D3 [10] use orthogonal Latin squares to distribute data and
ensure load balance for disk array recovery, but they lack scal-
ability and can only be applied to arrays with tens or hundreds
of disks. They also do not support dynamic system expansion.

Overall, existing data placement algorithms struggle to si-
multaneously provide load balancing for recovery, scalability
and low migration overhead.

6 Discussion
In a storage system capable of tolerating multiple failures,
resulting in numerous potential repair load matrices, a practi-
cal advantage may arise from dynamically selecting recovery
sources, taking into account observed loads and stragglers.
This dynamic selection aligns with our algorithm and could
involve dynamically choosing k nodes from each placement
group for data recovery, excluding stragglers, to minimize the
maximal recovery load. The future challenge lies in develop-
ing an efficient algorithm for this process or devising other
methods to account for the impacts of such dynamism.

7 Conclusion
This paper proposes a data placement algorithm based on a
greedy strategy that can provide a more balanced recovery
load distribution. Experiments show that using the data place-
ment algorithm can improve the recovery performance of the
storage system to 1.7-2.4 times compared to the random data
placement algorithm.
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