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Abstract
High-bandwidth memory (HBM) is regarded as a promis-
ing technology for fundamentally overcoming the memory
wall. It stacks up multiple DRAM dies vertically to dramati-
cally improve the memory access bandwidth. However, this
architecture also comes with more severe reliability issues,
since HBM not only inherits error patterns of the conventional
DRAM, but also introduces new error causes.

In this paper, we conduct the first systematical study on
HBM errors, which cover over 460 million error events col-
lected from nineteen data centers and span over two years of
deployment under a variety of services. Through error analy-
ses and methodology validations, we confirm that the HBM
exhibits different error patterns from conventional DRAM,
in terms of spatial locality, temporal correlation, and sensor
metrics which make empirical prediction models for DRAM
error prediction ineffective for HBM. We design and imple-
ment Calchas, a hierarchical failure prediction framework for
HBM based on our findings, which integrate spatial, temporal,
and sensor information from various device levels to predict
upcoming failures. The results demonstrate the feasibility of
failure prediction across hierarchical levels.

1 Introduction

The performance gap between the computing power and the
memory bandwidth is continuously widening in modern com-
puting systems (a.k.a., memory wall), which becomes one
of the major obstacles in training ever-larger machine learn-
ing models. Extensive efforts have been made to mitigate
the impact of the memory wall, including leveraging access
locality in data prefetching [16, 18, 46, 67, 73], exploring vec-
torization [38,45], exploiting data compression [10,11,21,70],
and designing new system architectures (e.g., processing-in-
memory architecture [42, 53, 77]).

Recently, high bandwidth memory (HBM) receives tremen-
dous attentions and is considered as a promising technology to
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fundamentally overcome the memory bottleneck. For instance,
the first 8-high 24 GB HBM3 Gen2 memory released by Mi-
cron can achieve the bandwidth greater than 1.2 TB/s [2],
which reduces more than 30% of the training time for large
language models and also the total cost of ownership. The
rationale behind HBM is to stack up multiple planar DRAM
chips vertically through through-silicon vias (TSVs) and mi-
crobumps [53,54,79]. HBM further provides several indepen-
dent interfaces (called pseudo channels) to support parallel
data access to different sets of banks, hence achieving high
aggregated access bandwidth.

While being fast and power-efficient, HBM is more vul-
nerable to unexpected errors due to the following reasons.
First, as HBM is constructed by stacking DRAM dies, it not
only inherits the error characteristics of conventional DRAM,
but also poses new error causes, such as more severe soft
errors under the higher bit density [52] and TSV faults (in-
cluding data TSV faults, command TSV faults, and power
TSV faults [12,55,68]). Second, HBM usually equips weaker
error correction codes than conventional DRAM due to cost
and complexity considerations [60]. Therefore, understand-
ing the error characteristics of HBM beforehand becomes
extremely vital when designing techniques to guarantee the
reliability of the stored data.

Extensive in-depth analyses of DRAM errors have already
been conducted in recent years, which mainly study the error
characteristics [13, 15, 22, 71, 82], identify the root causes of
errors [23, 41, 48, 51, 61], and further attempt to predict the
upcoming failures [14,17,25,29,31,58,87,89]. However, after
careful analyses and validations, we uncover that most of the
findings and implications made from DRAM error analyses
cannot be directly applied to HBM, since HBM has a more
complex 3D-stacked architecture (e.g., system-in-package
fabrication [74] and TSVs [43, 52]) that finally results in new
fault modes and error patterns.

In this paper, we fill this blank by performing an in-depth
data-driven analysis to study the error characteristics of HBM.
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We look into a large-scale dataset 1 collected from nineteen
data centers over two years, which comprises error logs (e.g.,
correctable errors (CE) and uncorrectable errors (UE)), tem-
perature logs (e.g., the temperature of DSA devices), and
power logs (e.g., the average power). We perform a series of
analysis, in terms of the spatial analysis (e.g., spatial locality
and structure analysis), temporal analysis (e.g., CE storm),
power analysis (e.g., power trends of errors), and tempera-
ture analysis (e.g., temperature distribution analysis), which
deliver nine findings in total. Based on the above analysis,
we perform two unsuccessful attempts, which try to use the
CE rate (defined as the number of CEs occurring within a
monitored time interval) and historical CE information to pre-
dict the upcoming UERs. We finally design Calchas, which
is a hierarchical, comprehensive, and non-intrusive failure
prediction framework for HBM. Based on our analysis re-
sults, Calchas integrate information at different levels while
considering the impact of various errors to predict upcoming
failures.

More specifically, we make the following contributions:

(1) In-depth analyses for HBM errors collected from pro-
duction clusters. We collect over 460 million error events in
total from nineteen data centers with the time duration of over
two years. We also collect auxiliary information, including
temperature logs and power logs, to facilitate the analysis.
We first perform the spatial analysis to study whether the
emerging errors of HBM still follow the spatial locality and
investigate the impact of the 3D-stacked architecture on the
errors (§3.2). We then carry out temporal analysis to study
the intervals between CEs and UEs to seek the possibility
of using historical CEs to predict upcoming UEs (§3.3). We
finally study the impact of temperature and power on the error
occurrence (§3.4).

To the best of our knowledge, this paper is the first effort
that systematically analyzes the error characteristics of HBM.
Moreover, the dataset we study contains over 460 million
error events, which is orders of magnitude more than the
largest datasets of DRAM errors that have been released till
now (e.g., the dataset with 75.1 million CEs collected from
production data centers at Alibaba [22]).

(2) Lessons learned from unsuccessful attempts. We have
tried two unsuccessful attempts to build prediction models
based on empirical approaches in DRAM error prediction
[22, 31]. We learn the following lessons from these attempts.
First, the effectiveness of previous CE rate indicator [29,65] in
predicting UEs is questionable for HBM, as there is no clear
correlation between the CE rate and the occurrence of UERs
(§4.1). Second, the CE-based predictor trained by historical
CEs is also impractical to predict the future occurrence of
UERs, as most UERs tend to coincide with other UERs rather
than with CEs (§4.2).

(3) A hierarchical failure prediction framework for HBM.
1The dataset is published at: https://github.com/wrl297/Calchas.
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Figure 1: The HBM architecture with eight DRAM dies (§2.1).

With the lessons and insights gained from previous unsuccess-
ful attempts, we finally design and implement Calchas, a hi-
erarchical failure prediction framework based on random for-
est [19] for HBM. It is the first prediction model for predicting
failures in HBM. It combines features specific to HBM (e.g.,
stack features) with those used in traditional DRAM (e.g.,
component features) for prediction (§5.1). Moreover, Calchas
employs different prediction timing (i.e., period-based ap-
proach for server-level prediction and event-driven approach
for micro-level prediction) to realize the elastic and adaptive
failure prediction (§5.3).

2 Background

2.1 High Bandwidth Memory
High bandwidth memory (HBM) has a specific 3D-stacked
structure that sets it apart from traditional planar memory
architectures. It offers significantly higher data transfer rates
compared to conventional DRAM. For instance, HBM2 (the
second-generation of HBM) can achieve a bandwidth of
around 256 GB/s per stack [24, 44], which is far larger than
the bandwidth in DDR4 (around 25 GB/s per channel [59]).

HBM can be constructed via either a 4Hi stack (with four
DRAM dies) or an 8Hi stack (with eight DRAM dies). Un-
der the 8Hi configuration, every four dies can be packed to
form an SID. Figure 1 illustrates the architecture of HBM
with an 8Hi stack, which comprises two SIDs with eight dies.
A DRAM die consists a number of channels (CH). In the
pseudo-channel mode, a channel can be further divided into
two pseudo-channels (PS-CH), which is composed of several
bank groups (BG). A BG is consisted of four banks, each of
which comprises multiple rows and columns.

Fundamentally, HBM utilizes through-silicon vias (TSVs)
and microbumps to connect multiple layers of DRAM cells,
which are then combined with a logic layer and a memory
controller. At the bottom of the stack, there is a buffer die
(or logic die) that serves as the control and communication
hub for the entire HBM stack. The communication and data
transfers among the stacked DRAM dies are then realized
by the TSVs, which are vertical electrical connections that
run through the silicon substrate, providing high-speed data
pathways. While providing higher access bandwidth, HBM
is limited in capacity (e.g., 5–10× smaller than DRAM [66])
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due to cost and power considerations [53, 83].
In our platform, we pack multiple HBM chips within a

single DSA (Domain Specific Architecture) device (e.g., GPU
[4,6,7], TPU [49], and NPU [62]), and multiple DSA devices
finally make up a server.

2.2 Terminology
To facilitate comprehension of the analyses conducted and
approaches proposed in this paper, we provide a list of fre-
quently used terminologies below.

Error and fault: We call an error occurs if finding that the
data read from HBM is inconsistent with the originally stored
data (usually detected by ECC [47]). A fault refers to the
fundamental cause of an error, which is often induced by
hardware faults (e.g., memory wear-out [76]) and external
factors (e.g., cosmic rays [41]). Note that a fault can be active
(causing errors) or dormant (not causing errors) [81]. For
example, writing a bit ‘1’ to a cell with a stuck-at-1 fault (i.e.,
a hardware defect where a bit is permanently set to ‘1’) will
not introduce an error when reading the stored bit from this
cell.

Failure: Failure refers to the inability for HBM chips to sup-
port normal read and write operations, resulting in service
unavailability. For example, DRAM failure is one of the major
causes of server crashes [58].

ECC: Error correcting code (ECC) encodes data to generate
additional parity bits, so that errors can be identified and
corrected. ECCs have been extensively used in DRAM to
resist bit errors, including SEC-DED [61], Chipkill [26], and
SDDC [20]. It is reported that the Intel Stratix 10 HBM2
Controller supports SEC-DED, with 64-bits of data and 8-bits
of ECC code [3].

CE and UE: We classify the errors into correctable errors
(CE) and uncorrectable errors (UE) based on the number of
bit errors and the correction capability offered by ECC. CE
refers to the errors within the correction capability of ECC
and hence they can be successfully restored, while UE refers
to those that exceed the correction capability of ECC. We
then take a step further to categorize UE into another two
branches based on the necessity to take actions for addressing
the appearing errors: (i) UER (Uncorrectable Error action
Required), which implies that the UE occurs during the sys-
tem’s runtime and immediate actions (e.g., replacement of
DRAM DIMM, row remapping, and dynamic page offlining)
must be taken to prevent server crashes and service interrup-
tions; and (ii) UEO (Uncorrectable Error action Optional),
which is usually discovered by the periodic memory scrubbing
over HBM chips and does not affect the system runtime. In
particular, the UEO can be addressed by taking pages offline.

2.3 Data Collection

Dataset description: We collect the error information of
HBM2 chips from nineteen data centers, which comprise over

60,000 HBM2 chips across approximately 15,000 DSA de-
vices. The monitoring duration spans over two years (from
2021-03-22 to 2023-06-21). The data centers run a variety
of workloads, including autonomous driving, structural biol-
ogy analysis, high-performance computing, and public cloud
services. We elaborate on the data collection in details as
follows.

Collection methodologies: The HBM status information is
periodically collected by the baseboard management con-
troller (BMC), which is a specialized processor embedded on
the motherboard of a server and is responsible for recording
the operational statistics of various hardware components [35].
The BMC logs are finally collected by the on-site engineers
once a day.

Two approaches are employed to collect the error infor-
mation with different preferences and hence we have two
error logs, namely ErrLog_Cycle and ErrLog_Occurrence,
respectively. Specifically, each CE entry in ErrLog_Cycle
contains the physical address where the CE occurred, along
with the accumulated times of CE occurrences at this address
within the monitoring cycle. However, ErrLog_Cycle does
not record the explicit timestamp when the CE occurred, but
gives priority to the timestamp to collect the error and the
error count. Hence, even if an address experiences multiple
CEs in the monitoring cycle, it will be recorded as a single
entry in the ErrLog_Cycle. On the other hand, each entry
in ErrLog_Occurrence records a CE event captured by the
BMC, which contains the explicit timestamp when the CE
occurs and the corresponding physical address. For each UE,
both ErrLog_Cycle and ErrLog_Occurrence record the oc-
currence timestamp and the physical address. However, due
to the limited storage capacity of BMC, recording error en-
try in ErrLog_Occurrence may potentially be overwritten
by subsequent errors, yielding error information loss, while
ErrLog_Cycle does not miss any CE occurrences.

Sensor information: In addition to the error logs collected
by BMC, we also collect the following sensor information
to facilitate the identification of error root causes: (i) the
temperature log, which collects the temperature every ten
minutes using the temperature sensors embedded in the DSA
devices; and (ii) the power log, which is collected by the
power sensors embedded in the server and records the power
information of the server every 10 minutes, including the peak
power and the average power over the past ten minutes, as
well as the transient power at the time of collection.

3 Analysis

3.1 Dataset Overview
We first provide an overview about the spatial distributions
of different error types (i.e., CE, UEO, and UER) during the
monitoring period. The results presented in Table 1 deliver
the following implications.
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Total number of different errors
CE UEO UER

Error Count 466,236,831 49,297 3,334

Number of components with errors
CE UEO UER

HBM 808 64 229
SID 817 66 231

PS-CH 847 69 233
BG 909 76 354

Bank 993 87 555
Column 2,001 258 923

Row 8,279 35,543 2,140
Cell 10,817 37,010 2,192

Table 1: Dataset overview (§3.1). The total number of errors across
different device levels does not equate to the total count of device
levels with errors, as multiple errors may occur within the same
device level.

First, we observe over 460 million CEs in HBM chips
during the two-year monitoring duration, whose number is
several times higher than that reported in existing studies
(e.g., 75.1 million in [22]). Additionally, it is worth noting
that the total number of UEOs (i.e., 49,297) is significantly
higher than that of UERs (i.e., 3,334). The reason is that UEOs
are observed during periodic memory scrubbing. Hence, if a
component has a fault, its error information may be repeatedly
collected for multiple times during the memory scrubbing.

Second, for each device level (e.g., HBM, SID, and PS-CH),
the number of components exhibiting different types of errors
varies. Specifically, the number of components experiencing
CEs is significantly higher than those experiencing UEOs or
UERs. For example, 808 HBM chips have encountered CEs,
while only 64 HBM chips have experienced UEOs and 229
HBM chips have exhibited UERs. However, we observe a
different distribution for row and cell levels. This is due to
column failures (e.g., TSV failures [68]) being prevalent in
HBM (see Finding 5 in §3.2), and when a bank experiences a
column failure, performing memory scrubbing will uncover
numerous cells or rows with UEOs.

3.2 Spatial Analysis
Finding 1. If an error occurs in one cell of a device level,
there is a high probability of experiencing subsequent errors
in another cell.

Spatial locality. We start our analysis by calculating the per-
centage of errors in multiple cells across different device
levels. For each device level, we examine the proportions of
errors that occur across multiple cells and within a single
cell, respectively. Figure 2 illustrates that the majority of de-
vice levels experiencing errors are found across multiple cells.
Specifically, only 12.0% of device levels experience errors
within a single cell on average. We also observe that 86.1%
of errors in a row happen within a single cell, indicating that a
single cell in a row — once emerges an error — will be likely
to repeatedly experience subsequent errors. This observation
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Figure 2: Spatial locality (§3.2). This figure shows percentage of
cells and components across different device levels.

does not hold for other device levels, since we find that only
1.40% of errors in other device levels appear within a single
cell. This analysis indicates that there exists a strong correla-
tion between the error mode and the device levels for HBM,
which can be leveraged to guide the error prediction in §5.

Finding 2. While errors are common across multiple cells
in most device levels, only the bank exhibits errors in multiple
components.

We further investigate whether the errors are correlated
among the components within the same device level. Given
a device level, we measure the percentages of errors occur-
ring in multiple components. For example, consider a DSA
device with four HBM chips, we measure the proportion of
DSA device that experience errors in multiple HBM chips.
Figure 2 also shows that for most levels (e.g., DSA, HBM,
and SID), they usually have only a component containing
errors. This analysis implies that even though the errors are
found in multiple cells, they usually manifest within a single
component rather than spreading across multiple components.
However, we observe a distinctive phenomenon at the bank
level, where 50.0% of banks experience errors in multiple
components (i.e., rows or columns). As a memory cell is or-
ganized into rows and columns, errors occurring in multiple
rows or columns will inherently involve multiple cells. This
is why we observe errors occurring in multiple cells for most
levels, but they are typically confined to a single component.

Hierarchical analysis. For HBM, we are interested in
whether the 3D-stacked structure makes the errors vary across
different components within the same device level. Here, we
analyze the number of components experiencing errors at
various device levels.

Finding 3. The effects of crosstalk in the HBM may result
in data loss, specifically in the 7-th, 15-th, 23-rd, and 31-st
columns of a bank.

Figure 3(a) shows the number of components with errors in
various positions. Two key observations are made. First, for
the columns with errors, those occurring in the 7-th, 15-th, 23-
rd, and 31-st columns (marked in dashed boxes) are 338.4%
higher on average than the errors in other column positions.
After communicating with our device engineers, we suspect
the reason is that crosstalk-induced faults [78] make errors
more prevalent in specific columns. Moreover, we observe
that, for the SIDs whose positions are closer to the buffer die
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Figure 3: Impact of HBM structure. (§3.2). The figures depict (a)
the distribution of components with errors across various positions
and (b) the number of dies with errors in different positions.

(i.e., SID1), exhibit a 20.0% higher susceptibility to errors
compared to SID0 (i.e., higher SID). We conjecture that the
observed difference in error occurrence is due to poor heat
dissipation in the lower SID (i.e., SID1).

Finding 4. Lower SIDs (i.e., SID1) exhibit a higher suscep-
tibility to errors.

In Figure 3(b), we count the number of dies with errors in
different positions to further demonstrate the impact of the
3D-stacked structure. When examining two dies located at
the same positions but with distinct SIDs, such as Die0 and
Die4, there is a higher probability of errors occurring in the
die associated with the lower SID compared to the die linked
to the higher SID. For example, errors in Die5 and Die6 are
28.9% and 37.8% more prevalent than those in Die1 and Die2,
respectively. These findings affirm that the lower SIDs in
HBM are more susceptible to error occurrence.

Error modes. Our analysis reveals that multiple errors usually
occur simultaneously within the same bank (see Finding 2).
We further study the error modes at the bank level. We find that
the errors emerged in the 1,430 banks exhibit the following
nine modes. Figure 4 also plots nine typical error modes for
easy comprehension.

• Single-cell mode: Errors only occur in one cell of an
HBM bank (Figure 4(a)).

• Two-cell mode: Errors only occur in two cells of an HBM
bank, where the two cells are neither in the same column
nor the same row (Figure 4(b)).

• Single-row mode: Errors occur in multiple cells within a
single row (Figure 4(c)).

• Two-row mode: Errors occur in two rows, each of which
contains multiple cells with errors (Figure 4(d)).

• Single-column mode: Errors are found in multiple cells
within a single column (Figure 4(e)).

• Two-column mode: Errors are concentrated in two
columns, each of which has multiple cells with errors
(Figure 4(f)).

• Row-dominant mode: Errors manifest across various
rows, with over 80% concentrated in specific ones (Fig-
ure 4(g)).

• Column-dominant mode: It is the dual mode of the row-
dominant mode. In this mode, errors are identified across
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Figure 4: Examples of error modes (§3.2). The figures show
(a) single-cell, (b) two-cell, (c) single-row, (d) two-row, (e) single-
column, (f) two-column, (g) row-dominant, (h) column-dominant,
and (i) irregular error modes. Markers in orange (light) represent
the occurrence of CEs, while the markers in red (dark) denote the
occurrence of UEs.

several columns, with over 80% of them concentrated in
specific columns (Figure 4(h)).

• Irregular mode: It contains the modes that deviate from
the aforementioned eight categories (Figure 4(i)).

Table 2 further gives the percentages of the nine error
modes under different combinations of HBM errors, which
delivers the following finding.

Finding 5. Column-related error modes are more com-
monly observed in HBM, as opposed to the prevalent row-
dominated error modes in conventional DRAM [15, 81].

We find that 50.0% of faulty banks have errors in just one
cell. Furthermore, 29.2% of faulty banks show the column-
related modes (including the single-column, two-column, and
column-dominant modes), while only 4.97% exhibit the
row-related modes (including single-row, two-row, and row-
dominant modes), implying that column-related error modes
occur more frequently than row-related ones, deviating from
the observations reported in prior analyses of DRAM er-
rors [15, 81]. We suspect the root cause is TSV failures in
HBM, which may manifest as column failures [68]. In addi-
tion, the sense amplifier failure may also exhibit the symptom
of three error modes that closely relate to the column failures.

Besides, we also observe that the distribution of error
modes is different when considering a single error type and
combinations of error types. In particular, when considering
a single error type within a bank, we find that column-related
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Error Mode
Error Types

All of the Error Types Single Error Type Combinations of Error Types
CE UER UEO CE&UER UEO&UER CE&UEO&UER

Single-cell mode 50.0% 55.9% 47.6% 8.05% 0% 2.27% 0%
Two-cell mode 4.69% 3.62% 11.3% 2.30% 9.38% 2.27% 0%

Single-row mode 0.629% 0.504% 0.180% 0% 2.50% 4.55% 0%
Two-row mode 2.94% 2.72% 0.721% 4.60% 20.6% 25.0% 50.0%

Single-column mode 23.7% 27.2% 16.2% 29.9% 10.0% 18.2% 12.5%
Two-column mode 2.65% 0.201% 1.80% 25.3% 4.38% 15.9% 3.13%

Row-dominant mode 1.40% 1.71% 0.721% 8.05% 10.0% 22.7% 21.9%
Column-dominant mode 2.87% 1.61% 3.96% 14.9% 6.88% 6.82% 9.38%

Irregular mode 11.1% 6.55% 17.5% 6.90% 36.3% 2.27% 3.13%

Table 2: Percentage of different error modes. (§3.2). The table displays the percentage of the nine error modes across various error types. All
of the Error Types gives the percentage of nine error modes for all banks experiencing errors (falling into one of the three error types).

error modes (40.4% on average) appear more frequently than
the row-related error modes (averaging 6.34%). However, if
we analyze the banks with a combination of error types, we
notice that the row-related fault modes exhibit a 23.3% higher
probability. Motivated by this observation, we perform predic-
tions for upcoming UERs at various micro-level components
(e.g., rows and columns) in §5.

3.3 Temporal Analysis
Although the CE dominates the errors that are captured in
most component levels (see Table 1), the UER is the root
cause to trigger HBM failures. In this analysis, we pay close
attention to the properties of UERs. We first study the tempo-
ral correlation among UERs at the bank level. Our objective
is to leverage the temporal correlation to guide the prediction
designs (see §5), such that memory systems can take timely
actions to cope with the upcoming UERs once receiving a
UER alert. After that, we also investigate the temporal corre-
lation among UERs and CEs, which is expected to figure out a
way for the prediction of UERs based on historical CEs/UEs.

Bank with UERs: We first provide a statistical overview of
the banks used in the analysis. Out of the 1,430 banks experi-
encing errors in total, about 91.0% (1,302 banks) have valid
error events for analysis 2, where 525 banks have ever encoun-
tered UER(s). Among the 525 banks, we further identify that
219 banks only experience a single UER throughout the mon-
itored time interval and hence are unqualified for the analysis.
As a result, we conduct the correlation analysis over the re-
maining 306 banks, with 202 banks that contain UER(s) only
and another 104 banks that emerge combinations of UER(s)
and other error types.

Time between errors: After picking out the banks quali-
fied for analysis, we start with the analysis on the time be-
tween failures. Recall that there are three error types (i.e., CE,
UEO, and UER), where the occurrence time of the UEO is
not accurately recorded, since it is captured by the periodic
memory scrubbing over HBM chips (i.e., its occurrence time

2We exclude some error events because their timestamps fall outside the
monitoring period.
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Figure 5: Example of time between errors (§3.3). The figure
illustrates the three intervals, including the time between the first/last
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as well as the period between two successive UERs(i.e., △TUER →
TUERnext ).
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Figure 6: Time between errors (§3.3). The figure illustrates
the distribution and cumulative probability for each interval. The
bars represent the distribution of △TCEfirst→UER, △TCElast→UER, and
△TUER → TUERnext , while the lines depict their cumulative probabil-
ity.

should be earlier than the recorded time). Hence, our analyses
abandon the UEO information and aims to find the answers
for the following questions: (i) how soon will the first CE 3

evolve to the first UER within a bank (i.e., △TCEfirst→UER in
Figure 5); (ii) how much time remains for the system adminis-
trator to prevent system crashes when the last CE occurs (i.e.,
△TCElast→UER in Figure 5)? and (iii) how long will the next
UER occur once encountering a UER (i.e., △TUER→UERnext

in Figure 5)?
Finding 6. There is a significant probability that two suc-

cessive UERs occur within one hour.
Figure 6 answers the above three questions by plotting

the cumulative probability of different time intervals (i.e.,
△TCEfirst→UER, △TCElast→UER, and △TUER→UERnext) between
errors. We make the following observations.

3Our analysis treats the first CE appeared in our dataset as the real first
CE, but the real first CE may occur prior to the collection of the dataset.
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Threshold Servers with CE
storms

Servers with no CE
storm

10 26.47% 15.85%
20 21.73% 16.49%
30 37.50% 18.18%

Table 3: Impact of CE storm (§3.3). The table displays the per-
centage of servers experiencing UERs for those with CE storms
compared to the servers without CE storms. The threshold values for
identifying the occurrence of a CE storm are set between 10 and 30.

First, two successive UERs within a bank may appear in
one hour with a high probability (i.e., 83.3% ). This obser-
vation indicates that once a UER is detected, the prediction
algorithm should be frequently launched (e.g., performing the
prediction within an hour) to infer the newly emerging UERs
at the micro-level components (e.g., banks). Additionally, a
remapping method (e.g., row-mapping [87]) is necessary to
offline the page when a UER is observed and replicate data to
a new page.

Second, we find that 16.1% of △TCEfirst→UER and 86.6% of
△TCElast→UER are shorter than one hour. Besides, over 44.0%
of △TCEfirst→UER range from 30 days to 365 days. This phe-
nomenon indicates that banks with both CEs and UERs may
have encountered CEs as early as a long time ago (e.g., 365
days), and these banks may continue to experience CEs un-
til the time approaches (e.g., one hour) the UER occurrence.
Therefore, predicting UERs based on historical CEs seems
like a promising approach. We make this attempt in §4.

Finding 7. Servers that have experienced CE storms may
increase the probability of encountering UERs.

Impact of CE storm. The CE storm refers to the phenomenon
that numerous CEs on a server occur within a short period
(typically one minute [29,89]). In this analysis, we try to infer
if the CE storm has an impact on the occurrence of UERs.
We first classify the servers into two categories based on the
occurrence of CE storms: (i) the servers with CE storms; and
(ii) the servers with no CE storm. We then calculate the ratio
of the servers that encounter at least an UER for the two cate-
gories. We vary the threshold value (defined as the number
of CEs suddenly occurred in one minute) to identify the oc-
currence of a CE storm from 10 to 30 [9, 28, 29], and show
the results in Table 3. We can discover that the servers with
CE storms have a higher probability (11.7% on average) to
produce UERs than the servers with no CE storm, indicating
that the occurrence of CE storms can be leveraged for UER
prediction.

In addition, we also find that configuring the threshold value
to 30 can help identify the servers with UERs with the largest
probability (37.50%), yet there is still a challenge to balance
the trade-off between the accuracy (in predicting the upcom-
ing UERs) and the sample size (i.e., the number of servers
with CE storms) when selecting a threshold value to identify
the CE storm. The rationale is that a larger threshold value
will reduce the sample size, making the prediction accuracy
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Figure 7: Impact of power (§3.4). The figures show both peak
power and average power as the time approaches (a) the occurrence
of UERs and (b) the occurrence of CEs for the servers.

more sensible to the variation of positive samples (i.e., the
servers whose CE storms finally translate to UERs). For ex-
ample, in our dataset, setting the threshold value to 30 makes
the sample size smaller than 10; in this case, any change
in the number of positive samples will introduce more than
10% of change to the ratio of the positive samples. Finally,
in the dataset, we suggest configuring the threshold value to
10, which can achieve a considerable ratio (i.e., 26.47% in
Table 3) with the most sample size.

3.4 Analysis of Sensor Information
In addition to the error logs, we also collect auxiliary infor-
mation from sensors that report the power and temperature
information every ten minutes. Prior studies have revealed that
sensor information (e.g., temperature [50] and voltage [51])
has an impact on HBM errors and can be a benefit for failure
prediction [37], we also analyze the impacts of both tempera-
ture and power on the error occurrence.

Impact of power: We first assess the impact of the power on
the emergence of UERs. Each entry of the power log contains
two pieces of information: (i) the average and the peak power
in the last ten minutes; and (ii) the transient power at the time
of the collection. Since the latter only reflects the power at a
certain time point, we use the average and the peak power in
the following analysis.

Finding 8. The average and peak power of a server both
exhibit a rapid increase when approaching the error occur-
rence.

To learn the impact of the power, we first pick out the
servers that have ever experienced either CEs or UERs. For
each error event, we examine a specific time interval—seven
days for the UER and thirty days for the CE— preceding the
occurrence of the error. As we collect power information every
ten minutes, we roughly depict the trends of peak power and
average power for both CE events and UE events in Figure 7.
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Figure 8: Impact of temperature (§3.4). The figures illustrate the
distribution of (a) average temperature and (b) maximum temper-
ature within one day preceding the occurrence of CEs and UERs,
respectively.

Figure 7(a) shows the power trends of servers encountering
UERs. Both peak power and average power exhibit a notice-
able increase as time approaches the occurrence of UERs.
More specifically, we observe that the power starts to rise
around the average power of the server 31 hours prior to the
UER events and surpasses the average power of the server 15
hours ahead of the occurrence of UERs. As the power may
increase as the time approaches the occurrence of UERs, we
can utilize this as a feature to predict potential UERs.

We also analyze the power trends of servers experiencing
CEs in Figure 7(b). The power exhibits a more significant in-
crease as time approaches the occurrence of CEs compared to
UERs. We attribute this to the fact that CEs are typically trig-
gered by soft errors resulting from memory-intensive access
(e.g., RowHammer [48, 69]). In contrast, UERs are usually
caused by hardware errors (e.g., TSV failures [68]). Given that
memory-intensive access tends to increase server power [88],
the average power of servers increases as time approaches the
occurrence of CEs.

Finding 9. The temperature distribution of CEs and UERs
exhibits significant differences before their occurrence.

Impact of temperature. We then analyze the influence of
temperature on the occurrence of CEs and UERs. We exam-
ine the temperature distribution within one day preceding the
error events for the DSA devices that have experienced errors.
For each DSA device, we calculate both the average tempera-
ture and the maximum temperature one day before the occur-
rence of CEs or UERs. Figure 8 illustrates the temperature
distributions for the DSA devices with errors. We observe that
the average temperature for DSA devices with CEs is higher
than that in DSA devices with UERs. Specifically, 60.57%
of the DSA devices with CEs have an average temperature
(refer to Figure 8(a)) exceeding 40°C one day before the CE
events, while the average temperature of DSA devices with
UERs is more prevalent (70.76%) within the range of 30°C
to 40°C. Furthermore, DSA devices with CE events are more
likely (58.92% higher) to experience a maximum temperature
exceeding 40°C compared to the DSA devices with UERs.
We speculate that the reason is that higher temperatures in-
crease charge leakage [76], which may lead to data loss but
can be restored by the ECC (i.e., recorded as a CE). Hence,
we observe a higher temperature as the time approaches the
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Figure 9: Unsuccessful attempts. (§4). The figures show the preci-
sion, recall, and F1-score for (a) CE rate indicator and (b) CE-based
predictor, respectively. We evaluate the CE rate indicator using two
thresholds (i.e., 500 and 1000) and implement the CE-based predic-
tor with RF and GBDT models.

occurrence of CEs.

Summary: We observe that both temperature and power cor-
relate with the occurrence of errors, though their contributions
to HBM errors vary. Specifically, frequent access to HBM
can lead to increased power consumption, potentially rais-
ing the probability of errors. However, power itself does not
directly contribute to error occurrence. In contrast, temper-
ature increases directly correlate with error occurrence, as
higher temperatures can lead to increased charge leakage [76],
potentially resulting in errors.

4 Unsuccessful Attempts

In prior studies [22, 31], historical CEs have been utilized to
predict future UERs. Our analysis in §3.3 also indicates the
promise of using CEs for predicting potential UERs. As our
objective is to precisely predict potential UERs, we employ
two methods based on historical CEs in this section.

4.1 Attempt 1: CE Rate Indicator
We first employ a CE rate indicator (also utilized in previous
studies [29, 30, 56, 65, 89]), which utilizes the CE rate to
indicate whether a UER occurs in the near future. Specifically,
the CE rate indicator monitors the number of CEs (denoted
as NCE ) within the past one day. If NCE exceeds a predefined
threshold (e.g., 500 [31]), we consider that a UER may occur
in the future. Given that errors are common across multiple
components within a bank (Finding 2 in §3.2), we focus the
prediction at the bank level.

Limitation. Although we try our best effort to adjust the
threshold of the CE rate indicator, its performance is still un-
satisfactory (e.g., averaging 20.5% in Figure 9(a)). We suspect
that the limited correlation between the CE rate and UERs
is the underlying reason, given the significant gap between
the total number of CEs (more than 460 million) and the total
number of UERs (only 3,334). Therefore, utilizing the CE
rate to predict subsequent UERs proves ineffective.

4.2 Attempt 2: CE-based Predictor
The limitation of our first attempt lies in solely considering
the number of CEs. To address this, we employ a CE-based
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Figure 10: The overview of Calchas (§5). Calchas extracts features
from raw data ( 1⃝) and feeds them into hierarchical predictors ( 2⃝).
Finally, Calchas employs different prediction timings at different
levels ( 3⃝).

predictor that leverages component features related to CEs (in-
cluding numbers of components with CEs at different device
levels) for predicting upcoming UERs. We utilize machine
learning algorithms for the CE-based predictor, which is also
applied in previous studies [17, 22, 27, 84]. The prediction is
made at the bank level. For the predictor, we utilize the all
features related to CEs to predict the upcoming UERs. Fig-
ure 9(b) presents the results of the CE-based predictor when
employing Random Forest (RF) [19] and Gradient Boosting
Decision Tree (GBDT) [36] models. On average, the preci-
sion, recall, and F1-score of the CE-based predictor are 22.2%,
15.4%, and 18.0%, respectively.

Limitation. The performance of CE-based predictors is dis-
appointing in our dataset, even when considering different
models (e.g., RF and GBDT) and various configurations (e.g.,
prediction windows). The reasons for this are twofold. First,
we observe that only a small fraction of banks (11.2%) ex-
hibit a combination of UERs and CEs. Second, the banks
experiencing both CEs and UERs are commonly distributed
across single or multiple rows. As a result, the CE-based pre-
dictor frequently mislabels normal banks. This suggests that
we need to leverage additional information (e.g., UERs and
UEOs) that has been recorded and consider row-level predic-
tors for banks with multiple errors for failure predictions.

5 Calchas Design

With the insights obtained from previous analyses and at-
tempts, we propose Calchas, a hierarchical, comprehensive,
and non-intrusive failure prediction framework for HBM.
Calchas can use the row-level, column-level, and bank-level
predictors to identify the upcoming UERs for micro-level
components in time. It also employs the server-level predictor
to periodically predict the potential server-level failures.

Overview of Calchas. Figure 10 illustrates the workflow
of Calchas, which includes three successive steps. We first
collect the raw error logs from the data centers and generate
a sample of features (e.g., the number of cells with UERs) to
perform prediction (§5.1). Next, we use the generated features
to train four hierarchical predictors (i.e., row-level, column-
level, bank-level, and server-level predictors §5.2). We finally
select a suitable approach to trigger prediction (§5.3).

5.1 Feature Generation
Before applying prediction models, we first generate repre-
sentative features for model training. Recall that the collected
logs contain the following information: (i) the addresses of
errors, (ii) the time of error occurrence, (iii) the error types,
and (iv) the sensor logs (see §3.1). Here, we generate 43 fea-
tures in total from the raw logs and classify them into three
categories.

• Component features: We first count the number of com-
ponents experiencing errors (falling into one of three
error types) across nine device levels (i.e., cell, row, col-
umn, bank, BG, PS-CH, SID, HBM, and DSA). Since
different error types within a component may exhibit
distinct error modes (Finding 5 in §3.2), we then present
statistics for the number of components with CEs, UEOs,
and UERs, respectively. We finally assess whether the
servers have encountered a CE storm in the past. In total,
we consider 37 component features.

• Stack features: We have confirmed that the 3D-stacked
structure of HBM has an impact on the error emergence,
where the SID near the buffer die is more likely to appear
errors (Finding 4 in §3.2). Hence, we convert the posi-
tions of SIDs into features using one-hot encoding [8]
and generate two stack features.

• Sensor features: We obtain four sensor features based
on the values of maximum temperature, average tem-
perature, peak power, and average power. Given the sig-
nificant differences in temperature and power before
error occurrences (Findings 8 and 9 in Section 3.4), we
generate two features from the temperature sensors and
another two features from the power sensors.

We generate a collection of features when performing pre-
dictions for various predictors. Specifically, we choose com-
ponent features and sensor features to predict potential UERs
at the server level. Furthermore, we turn to use component
features, sensor features, and stack features to predict errors at
the micro-level components (e.g., rows, columns, and banks).

5.2 Hierarchical Prediction
After generating the features, we start the model training for
prediction. Recall that the correlations between the features
and the errors may vary at different levels. For example, we
observe that errors are common across multiple components
within a bank (Finding 2 in §3.2), whereas the CE storms
may increase the likelihood of the emergence of UERs in a
server (Finding 7 in §3.3). Hence, we establish hierarchical
predictors to forecast the upcoming UERs as follows:

• Row-level predictor: Given that the row-related error
modes are prevalent (52.4%) when multiple error types
are observed within the same bank (§3.2), we build a
row-level predictor to forecast UERs within a row.

• Column-level predictor: We have pointed out that the
column-related error mode is more prevalent than the
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Figure 11: The methods used to trigger predictions (§5.3).

row-related error mode (Finding 5 in §3.2). Hence, we
establish the column-level predictor to capture the poten-
tial UERs within a column.

• Bank-level predictor: We also build a bank-level pre-
dictor based on the observation that a bank, which has
ever experienced an error before, is more likely to appear
errors in the future (Finding 6 in §3.3). This bank-level
predictor can work cooperatively with the row-level and
column-level predictors to help uncover two-cell and
irregular error modes of banks.

• Server-level predictor: We finally establish a server-level
predictor that leverages the impact of the CE storms
(Finding 7 in §3.3) and auxiliary sensor information
(Finding 8 and Finding 9 in §3.4), with the aim of cap-
turing the symptom of server failure.

Specifically, if we detect a UER within a prediction window
(i.e., the time interval for which a prediction is made) at a spe-
cific device level, we label the sample as positive; otherwise,
it is considered as negative. For each predictor, we initiate
the process by generating a set of features and subsequently
training a model for prediction.

5.3 Prediction Timing

While hierarchical predictors can be employed to predict
potential UERs, a challenge arises: when is the appropriate
time to make these predictions? To answer this question, we
explore two approaches for triggering predictions as follows.

• Period-based approach [22, 87]: It refers to performing
prediction periodically. Figure 11(a) shows the period-
based approach, which comprises two windows: an ob-
servation window (represented by △To), which denotes
the duration of the past period under observation for
prediction, while a prediction window (represented by
△Tp), which represents the time interval during which
a failure can be predicted. To monitor each time inter-
val until a UER alarm, we set the period of performing
prediction the same as the prediction window.

• Event-driven approach [86, 87]: It refers to the predic-
tion triggered by error events. As shown in Figure 11(b),
the event-driven approach also utilizes the same two win-
dows as the period-based method. Given the potential for
frequent errors in HBM (such as CE storms in §3.3), we
constrain the minimum interval between two predictions
to alleviate the overhead of prediction.

The period-based approach relies on fixed intervals for
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Figure 12: Exp#1 (Performance of Calchas). The figures show the
(a) precision, (b) recall, and (c) F1-score of Calchas.

feature generation and failure prediction, which benefits the
capture of abnormal sensor metrics but lacks flexibility in
handling irregular events [86]. Conversely, the event-based
approach provides a rapid response to errors once they oc-
cur. However, it is ineffective when employed for a long-term
prediction (e.g., a 16-hour observation window in [86]). We
utilize the advantages of both approaches in Calchas. Specifi-
cally, we adopt the period-based approach for server-level pre-
dictor to monitor the fluctuation of sensor metrics. Meanwhile,
we employ the event-driven approach to predict micro-level
component failures for leveraging error events in time.

6 Evaluation

6.1 Experimental Setup
To assess effectiveness of Calchas, we split the dataset into
a proportion of 7:3, with 70% used for training the model
and the remaining 30% for testing [39, 85]. We assess the
following metrics.

• Precision: The ratio of correctly predicted UER events
to the total number of events predicted as UERs.

• Recall: The ratio of correctly predicted UER events to
the total number of actual UER events.

• F1-score: The harmonic mean of precision and recall
[34], providing a balanced measure of both metrics.

We first study the performance for hierarchical predictors of
Calchas (Exp#1, Figure 12). We then evaluate three machine
learning algorithms (Exp#2, Figure 13), including Random
Forest (RF) [19], Support Vector Machine (SVM) [64] and
Gradient Boosting Decision Tree (GBDT) [36], and even-
tually choose RF as our default model. These models are
implemented in Python (v3.6.8) using the scikit-learn library
(v0.24.2) [72].

We employ a one-day observation window and a one-hour
prediction window for predicting the potential UERs in micro-
level components to leverage the finding that two successive
UERs may occur within a short-term period (Finding 6 in
§3.3). As error events trigger the micro-level prediction (§5.3),
we set a minimum interval to perform prediction as five min-
utes [22, 87]. For server-level prediction, the observation win-
dow and prediction window are set to thirty days and one day,
respectively, aiming to better capture the long-term impact of
power and temperature (§3.4). Additionally, we explore the
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Figure 13: Exp#2 (Impact of prediction models). The figures show the (a) precision, (b) recall, and (c) F1-score of four predictors when
using the SVM, GBDT, and RF, respectively.

impact of various sizes (ranging from one hour to thirty days)
for observation windows in Exp#3 (Figure 14) and prediction
windows in Exp#4 (Figure 15), respectively.

6.2 Evaluation Results

Exp#1 (Performance of Calchas). We first evaluate the per-
formance (including precision, recall, and F1-score) of the
four hierarchical predictors of Calchas. Figure 12 illustrates
the precision, recall, and F1-score of predictors across differ-
ent device levels. Specifically, we achieve an average preci-
sion of 58.0%, recall of 74.6%, and F1-score of 64.7% across
various predictors. In Figure 12(a) and (c), we observe that
the column-level predictor (i.e., the second bar) outperforms
the other three predictors in the precision (70.8%) and F1-
score (76.0%). These high precision and F1-score indicate
that column-level predictors rarely mislabel normal columns
as failures. The reason is that column-related faults are more
prevalent in HBM banks (Finding 5 in §3.2). We can identify
the column-related modes by counting the number of cells
within the column (a piece of component features) to improve
the prediction. Moreover, we notice that the row-level pre-
dictor (i.e., the first bar) provides a high recall (82.4%) in
Figure 12(b). Given the prevalent use of row isolation meth-
ods in deployment systems [5,87], the high recall can facilitate
the advanced isolation of the faulty row.

Exp#2 (Impact of prediction models). We then examine the
impact of prediction models by implementing three classical
machine learning algorithms, including RF [19], SVM [64],
and GBDT [36]. Figure 13 shows the results of utilizing differ-
ent prediction models for each of the four hierarchical predic-
tors. Our observations are as follows. First, while predictors
based on SVM achieve high recalls (69.8% on average), their
precision falls below 31.1%. Hence, the predictors based on
SVM may bring a considerable probability of mislabeling
the normal components and servers as failures. Second, the
tree-based prediction models (i.e., RF and GBDT) achieve a
25.3% higher F1-score for predicting the upcoming UREs in
the micro-level components (i.e., rows, columns, and banks)
compared with the SVM. Moreover, we also observe that
RF achieves a high precision, recall, and F1-score. These re-
sults are aligned with the existing studies in predicting failure
in traditional DRAM [17, 22]. Therefore, we select it as the
default model for each predictor.

Exp#3 (Impact of the observation window). We further
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Figure 14: Exp#3 (Impact of the observation window). The figures
show the performance of different predictors when the observation
window is set to one hour (1h), one day(1d), and thirty days (30d).
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Figure 15: Exp#4 (Impact of the prediction window). The figures
show the (a) precision, (b) recall, and (c) F1-score when setting the
prediction window to one hour (1h), one day(1d), and thirty days
(30d) across different predictors.

study the impact of the observation window by varying its
interval from one hour to thirty days. Figure 14 depicts preci-
sion, recall, and F1-score for different observation windows
across various predictors. We make the following observa-
tions. First, our results reveal that the three micro-level predic-
tors (i.e., row, column, and bank) exhibit the highest F1-score
when the observation window is set to one day. We employ
an observation window interval of one day to achieve a better
trade-off between precision and recall. Second, we observe
that the performance of the server-level predictor significantly
varies with the change of prediction windows. We suspect
the reason is that the prediction at a server level requires a
long-term monitor to capture the variation of sensor metrics.

Exp#4 (Impact of the prediction window). We finally assess
the impact of the prediction window. We vary it from one hour
to thirty days for the four predictors. Figure 15 illustrates the
performance of hierarchical predictors with different predic-
tion windows. A notable observation is that the performance
of both the row-level and column-level predictors deteriorate
when the prediction window is set to one day. We suspect
the reasons are twofold. First, there is a slight probability
(5.53%) of the occurrence of two successive UERs within
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the time interval ranging from one hour to one day. Second,
the time intervals between CEs and their subsequent UERs
are observed to be more prevalent within one hour (51.3%)
and more than one day (44.0%). Therefore, compared to a
one-day prediction window, the performance improves when
adopting a prediction window of one hour or thirty days.

7 Discussion

7.1 Fault Tolerate
We offer an in-depth analysis of errors in HBM and introduce
Calchas for predicting the upcoming UERs at different device
levels. In this section, we will explore effective strategies to
ensure reliability and availability following prediction.
EC-based operator. To enhance the reliability of micro-level
components predicted to experience future UERs, we suggest
utilizing EC-based operators, which integrate operators with
erasure coding [40, 63]. Specifically, if Calchas predicts an
upcoming UER in a specific memory region, we continuously
monitor this region and employ EC-based operators when
writing data to it. This approach allows us to avoid suspending
the training task and enables data recovery using the parity
of EC when UERs actually occur. We have implemented
EC-based operators on servers with CPUs, observing only
a 3% performance overhead in the CPU. Given that DSA
devices possess stronger parallel computing capabilities [4]
and higher bandwidth for data access [44] than CPUs, the
overhead of EC-based operators may be even lower than that
on CPUs. Therefore, implementing EC-based operators in
DSA devices is feasible and has a negligible performance
degradation.
Transparent migration. The DSA devices in multiple servers
are interconnected using specific techniques (e.g., NVLink
[57]). In the event of a server failure, the loss of parameters
may occur across all servers. Therefore, it is essential to im-
plement a reliability scheme once potential failures in the
servers are predicted. As Calchas achieves a long-term moni-
tor (i.e., thirty days) for prediction at the server level, we have
enough time to deal with the upcoming failures. Therefore,
we suggest adopting an elastic scaling approach, initiating
an upward scale (i.e., increasing the number of servers for
training tasks) upon predicting a potential failure. Following
the scaling operation, we identify and remove servers that
may occur failures. This strategy ensures that the training per-
formance remains unaffected, even in cases where Calchas
mislabels a normal server.

7.2 Limitations

Collection challenges. As a service provider, we face chal-
lenges in obtaining detailed information about the workload,
a factor known to influence failures according to existing
studies [32, 37]. To address this gap, we explore the impact
on power and identify it as a viable metric for assessing the

workload (§3.4). Real-time collection of sensor information
for each error event is impractical due to hardware overhead;
thus, we collect sensor data collection every ten minutes. For-
tunately, our observation (§3.4) reveals that both temperature
and power exhibit long-term (e.g., one day in Finding 9) ef-
fects on UERs. As a result, collecting sensor information
every ten minutes can also be beneficial for predicting upcom-
ing UERs.
Generalizability. The findings are derived from the analysis
of HBM2 in our data centers; therefore, their generalizabil-
ity is limited to HBM standards. Although HBM2 is com-
monly utilized in commercial DSA devices (e.g., NVIDIA
V100 [7], NVIDIA P100 [6], and AMD MI50 [1]), it may
not be applicable in cases where HBM2E is considered [4].
We specifically focus on analyzing the impacts of common
features (3D-stacked structures and sensor metrics) of dif-
ferent HBM standards on failures. Similar findings may be
applicable across various HBM standards.

8 Related Work

HBM failure study. With HBM being extensively employed
in commercial DSA devices, both academia and industry have
focused their attention on exploring the impacting factors of
HBM failures. Several studies [50, 51] pay close attention to
exploring the impact of operating conditions; they find the
rising temperature causes increment of retention errors [50]
and a higher rate of bit flips when reducing the voltage [51].
Researchers [43, 52, 54] from SK Hynix unveil that package
joints may affect the reliability of HBM. Moreover, TSV struc-
ture also brings new faults [12, 55, 68], with potential impacts
on large portions of memory [68]. Similar to DRAM dies,
HBM dies also face severe disturbance issues (e.g., RowHam-
mer [48, 69]) that degrade reliability. Different from existing
work that studies the characteristics of HBM to guide hard-
ware design, our work provides an in-depth analysis to assist
in failure prediction.
DRAM failure analysis. Given the escalating severity of
faults and errors in DRAM, substantial efforts have been
made to analyze the root causes of faults [23,41,60,61]. Mem-
ory faults can be caused by various factors, such as particle
strikes [61], cosmic ray [41], and defects in the memory cir-
cuit [60]. Prior work [15, 65, 75, 76] also analyses the DRAM
errors within production systems to study the characteristics.
These studies share important insights regarding the fault
modes [15, 81], the impacting factors [80–82], and the corre-
lation between error and memory region [33,71]. Our study is
different from theirs as we focus on the analysis of the impact
factors of HBM failures based on the dataset collected from
deployed DSA devices.
DRAM failure prediction. For identifying the potential fail-
ures in advance, some studies [32, 37] reveal that employ-
ing a combination of CE information and server metrics
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(e.g., sensor metrics [37]) can improve prediction perfor-
mance. Zhang et al. [89] and Cheng et al. [22] concentrate
on the correlation between DRAM and server failures.The
researchers [27, 30, 31] from Intel further perform a failure
prediction at the micro-level and propose an ensemble pre-
dictor for adapting to diverse environments [29]. Moreover,
some studies focus on enhancing the effectiveness of predic-
tion by employing a deep learning algorithm [84], leveraging
yet-to-be-consumed uncorrectable errors [87], and adopting
new metrics [17]. Calchas distinguishes from them by com-
bining spatial, temporal, and sensor features for predicting
potential UERs across various device levels of HBM.

9 Conclusions

This paper presents the first in-depth analysis of HBM errors
based on the large-scale dataset, which is collected fromnine-
teen data centers for over two years. We perform the spatial
and temporal analyses to understand the properties of HBM
errors. We then make two attempts that aim to predict immi-
nent UEs based on the CE rate and the historical CEs, which
are proved to be unsuccessful because of the new error causes
introduced by the 3D-stacked architecture of HBM. We fi-
nally present Calchas, an approach that utilizes spatial locality,
temporal correlation, and sensor information to predict up-
coming UERs. Calchas achieves accurate and comprehensive
predictions at various device levels.
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