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Abstract
Modern machine learning (ML) workloads heavily depend on
distributing tasks across clusters of server CPUs and special-
ized accelerators, such as GPUs and TPUs, to achieve optimal
performance. Nonetheless, prior research has highlighted the
inefficient utilization of computing resources in distributed
ML, leading to suboptimal performance. This inefficiency
primarily stems from CPU bottlenecks and suboptimal accel-
erator scheduling. Although numerous proposals have been
put forward to address these issues individually, none have
effectively tackled both inefficiencies simultaneously. In this
paper, we introduce Conspirator, an innovative control plane
design aimed at alleviating both bottlenecks by harnessing the
enhanced computing capabilities of SmartNICs. Following
the evolving role of SmartNICs, which have transitioned from
their initial function of standard networking task offloading
to serving as programmable connectors between disaggre-
gated computing resources, Conspirator facilitates efficient
data transfer without the involvement of host CPUs and hence
circumvents the potential bottlenecks there. Conspirator fur-
ther integrates a novel scheduling algorithm that takes into
consideration of the heterogeneity of accelerators and adapts
to changing workload dynamics, enabling the flexibility to
mitigate the second bottleneck. Our evaluation demonstrates
that Conspirator may provide a 15% end-to-end completion
time reduction compared to RDMA-based alternatives while
being 17% more cost-effective and 44% more power-efficient.
Our proposed scheduler also helps to save 33% GPU hours
compared to naive GPU-sharing schedulers by making close-
to-optimal decisions while taking much less time than the
optimal NP-Hard scheduler.

1 Introduction

Machine learning (ML) has revolutionized a multitude of
applications across various facets of our daily lives [33,44,45,
61, 69, 83]. This pervasive adoption of ML technologies has
in turn catalyzed rapid advancements in the field. A notable

trend in ML development is the increasing reliance on larger
and more intricate datasets, coupled with the utilization of
ever-more complex models. This shift necessitates substantial
computational power and extends the time required for both
training and inference processes. As a result, the need for
efficient ML training and inference has become paramount to
ensure the swift deployment of cutting-edge ML applications,
accommodating the growing demands of diverse industries.

Numerous solutions have been put forth to address these
challenges. One straightforward concept involves distribut-
ing ML workloads across a cluster of machines, enabling the
completion of computations in a distributed manner. Indeed,
distributed ML has evolved into a fundamental approach in
industrial ML practices [51, 53, 72]. However, it is crucial
to ensure efficient communication in distributed ML setups.
It has become evident that relying on the traditional TCP/IP
stack for communication occupies too many CPU resources
and is prohibitively slow in the context of distributed ML
workloads [59,67,77]. As a result, alternative approaches that
bypass the kernel, such as the Data Plane Development Kit
(DPDK) [6], have been extensively explored. Taking this a
step further, Remote Direct Memory Access (RDMA) [43]
technology offers better performance by facilitating data trans-
mission without the direct involvement of the host CPU.

Besides addressing the communication bottleneck, the host
CPU has been proven to be ill-suited for the majority of
computations required in ML training and inference [77]. In-
stead, accelerators like GPUs or TPUs have demonstrated
significantly superior performance compared to CPUs. But
these accelerators vary in terms of technologies and spec-
ifications, making them suitable for different ML work-
loads [29, 45, 57, 66]. Consequently, optimizing accelerator
scheduling plays a pivotal role in enhancing (distributed) ML
workloads. In particular, techniques such as NVIDIA Multi-
Instance GPU (MIG) [21] that enable accelerator-sharing pro-
vide the means for fine-grained resource allocation, ultimately
leading to improved performance and efficiency.

Nevertheless, existing approaches tend to concentrate
solely on addressing one of these bottlenecks, often overlook-
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ing the intricate interplay between them. Notably, optimiza-
tions proposed for one bottleneck may inadvertently conflict
with those intended for the other. For instance, RDMA-based
optimizations typically prioritize the elimination of any data
communication barriers, e.g., GPUDirect [19] allows direct
read or write access to dedicated GPU memories, which can
run counter to the needs of accelerator schedulers. The latter
often requires a decision-making process to efficiently route
data to its final and optimal destination. One potential solution
to reconcile these conflicting requirements is the implemen-
tation of an omniscient and omnipotent central scheduler,
which would have real-time visibility into the status of every
accelerator and could manage each data transfer request
accordingly. However, this approach is impractical in reality
because of two reasons: (i) network latency is inevitable,
and (ii) most shared cluster environments have diverse users
with distinct requirements for data security and privacy and
consequently demands for data isolation measures.

In this paper, we emphasize the equal significance of both
bottlenecks and undertake a comprehensive investigation to
address them effectively. We introduce Conspirator, a system
designed to tackle both bottlenecks by harnessing the capabil-
ities of SmartNICs. Specifically, we leverage the SmartNIC to
mitigate the data communication and accelerator scheduling
bottlenecks.

On the one hand, Conspirator leverages RDMA and DMA
to facilitate efficient data transfer between remote hosts and
local accelerators, minimizing barriers to the communication
process. On the other hand, Conspirator obtains real-time vis-
ibility into the status of local accelerators and thus enables
optimal accelerator scheduling. This holistic approach seeks
to achieve efficient communication and optimal resource al-
location simultaneously, addressing the dual challenges of
distributed ML workloads.

We have implemented a prototype of Conspirator based
on NVIDIA’s BlueField-3 SmartNICs and A100 GPUs. Our
evaluation reveals Conspirator’s superior performance across
various metrics, including latency, cost-effectiveness, power
efficiency, and GPU resource utilization.

Specifically, Conspirator significantly surpasses TCP-based
data transmission methods, achieving an improvement in the
range of 2x to 4x. When compared to RDMA-based alterna-
tives, Conspirator’s strength is evident in local data transmis-
sion, leveraging SmartNIC to bypass host CPUs and enhance
performance. This results in a local data transmission im-
provement between 8% and 50%, which varies based on CPU
usage. Although the end-to-end latency reduction is capped
at 15% due to GPU ML inference latencies where Conspir-
ator aligns with other options, it still presents meaningful
enhancements. Furthermore, Conspirator excels in terms of
cost-effectiveness, offering a 17% improvement, and power
efficiency, with an increase of 44%.

Last, when comparing against GPUDirect-based solutions
that directly transfer data to accelerator memories without

any barriers, Conspirator only introduces minimal overhead
because it shortly buffers data at the SmartNIC, where
such delay allows Conspirator to make close-to-optimal
scheduling decisions, resulting in substantial savings of over
30% in total consumed GPU hours.

2 Background

2.1 Distributed Machine Learning Workloads
ML has emerged as a prominent trend, with its applications
quickly prevailing in various aspects of everyday life and re-
search fields [33,44,45,61,69,83]. Due to its reliance on large
datasets and complex models, it demands significant compu-
tational power and extended processing time. Consequently,
reducing the duration of both ML training and inference is
crucial to adapt it for diverse routine applications. To ad-
dress this, ML experts have effectively harnessed accelerators
like GPUs and TPUs [49], which excel in parallel processing
capabilities. In addition, distributed computing for ML has
become a common practice, providing a solid foundation for
optimizing its performance [51, 53, 72].

Nevertheless, previous studies have identified inefficient
uses of computing resources for distributed ML, resulting
in suboptimal performance. These inefficiencies primarily
fall into two categories: (i) bottlenecks on CPUs [59, 67, 77],
and (ii) sub-optimal scheduling of accelerators [30, 46, 77].
Note that since TPUs are not as widely accessible to the
average user, this paper focuses on GPUs as the primary ML
accelerator.

2.2 Bottleneck on CPUs
The bottleneck on the CPUs is one major reason for the in-
efficient resource utilization. This arises from various tasks,
including data pre-processing, network stack overhead, aided
computation for ML, background CPU activities, and more.
Among these, data pre-processing often exerts the heaviest
pressure on the CPU [59, 82]. This has led to proposals advo-
cating for the delegation of data pre-processing to dedicated
servers [82].

Apart from the data pre-processing, the high communi-
cation costs of distributed ML tasks also contribute heavily
to CPU contention. For training tasks, distributed ML
necessitates transferring significant amounts of data to feed
the models during the shuffling phase; for inference tasks, the
server may need to handle hundreds of queries per second,
with each query involving high-precision pictures that can
range up to megabytes in size.

The traditional server architecture with an accelerator is
depicted in Figure 1(a). In this architecture, incoming requests
traverse the TCP/IP network stack at kernel and the data is
stored in the host memory. When dealing with distributed
ML workloads that offload computation to the accelerator
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Figure 1: Illustrations of alternative designs.

instead of the host CPU, the data must then be copied to the
accelerator memory before being utilized by the accelerator’s
computing units.

Regrettably, previous studies have revealed that the stan-
dard server architecture falls short when handling distributed
ML workloads with large volumes of requests. For instance,
it has been demonstrated that more than 20% of distributed
ML tasks spend over 33% of their total time on data ingestion
rather than executing meaningful computations [59, 67, 77].

Even worse, CPU contention exacerbates the aforemen-
tioned scenarios, as research has shown that high CPU uti-
lization can lead to slowdowns in ML workloads [77]. Such
high CPU utilization can be attributed to two factors: (i) data
processing or simulation tasks involved in the distributed ML
pipeline and (ii) other CPU-intensive tasks coexisting in a
multi-tenant cloud environment.

To address the bottleneck on CPUs and minimize their
involvement, leveraging alternative network stacks and
technologies becomes imperative. Rather than relying on
the TCP/IP stack, which may prove inadequate, adopting
lightweight network stacks can offer better performance.
A good example of this is Data Plane Development Kit
(DPDK) [6], which enables packet processing to bypass the
complex Linux kernel, resulting in improved performance
[37]. Furthermore, when coupled with in-network aggregation
functions provided by programmable switches [67], perfor-
mance gains can be further amplified.

RDMA takes a leap forward by enabling direct memory
access from a remote server, completely bypassing the host
CPU [43]. This capability extends to accelerators as well,
with initiatives such as NVIDIA’s GPUDirect [19] allowing
direct read or write access to GPU memory. Figure 1(b) illus-
trates a typical architecture of distributed ML supported by
GPUDirect, where the data is directly forwarded to the GPU
memory while the host CPU is only responsible for program
initialization, e.g., reserving GPU memory and starting GPU
kernel programs when needed. By eliminating the need for
host CPU involvement, these techniques effectively alleviate
the bottleneck on CPUs [79]. Given the giant benefits from
RDMA, it has been prevalently used in data centers [23] de-
spite it requiring extra hardware – the RDMA-enabled NICs
(RNICs).

However, the host-CPU bypassing architectures such as
those enabled by RDMA and GPUDirect miss the aspect of
the accelerator schedule, leading to sub-optimal scheduling
as explained below.

2.3 Sub-optimal Accelerator Scheduling
Another key aspect of inefficient resource utilization is im-
proper accelerator scheduling, which encompasses three spe-
cific sub-problems. First, the heterogeneity of accelerators
is not adequately considered in distributed ML, leading to
sub-optimal performance [25, 30, 77]. For instance, some ML
tasks may need to run on specific GPUs, while the rest do
not. Further, while the computational capacity of the GPUs
are different, current ML platforms distribute the load with-
out considering the heterogeneity in compute and memory
capacity of the nodes and GPUs [30]. But even when such re-
strictions are not applicable and tasks can run on any available
GPUs, their performance is heavily influenced by the varying
hardware specifications and architectures of the GPUs, where
the significant heterogeneity in GPUs can result in notable
performance disparities.

Second, the presence of ML model heterogeneity also con-
tributes to performance degradation. The growth of the ML
community over the past decades has given rise to numer-
ous prominent ML models, each characterized by distinct
model architectures, e.g., various formations of deep neural
networks [45], and countless model variants generated by
various methods such as graph optimizers [29]. These di-
verse ML models yield different outcomes when applied to
the same inputs, catering to different Service Level Objec-
tives (SLOs). For instance, a compressed model may generate
slightly less accurate results while consuming significantly
fewer computing resources [57]. Consequently, a trade-off
between performance, cost, and accuracy emerges, prompting
numerous studies exploring this space [66].

Last, GPU sharing plays a crucial role in achieving desir-
able performance. In cloud environments, by default, each ML
task is assigned one physical GPU instance [47,58,81], yet the
task usually requires only a fraction of the GPU’s capabilities.
Figure 2 shows an experiment when we run tensorflow train-
ing on ResNet152 model on an A100, V100, and T4 GPUs

USENIX Association 2024 USENIX Annual Technical Conference    769



 0

 500

 1000

 1500

 2000

 2500

10 20 30 40 50 60 70 80 90 100

A
v
er

ag
e 

tr
ai

n
in

g
 s

p
ee

d
 (

m
s/

st
ep

)

GPU percentage

A100 V100 T4

Figure 2: Average latency of ML training workload by using
different shares of GPU on A100, V100, and T4 GPUs.

with different GPU percentages. The results show that the ap-
plication does not utilize the whole GPU – we did not observe
much performance improvement when assigning more than
50% of GPU resources. To address this inefficiency, several
techniques have been proposed, including NVIDIA Multi-
Process Service (MPS) [11], Multi-Instance GPU (MIG) [21],
and many more [34, 77]. These techniques enable both time-
multiplexing and space-multiplexing of multiple ML tasks on
a single GPU device.

These GPU-sharing techniques operate at different lev-
els to accommodate varying isolation requirements. For in-
stance, MIG provides the strongest isolation between different
shares of the physical GPU, ensuring data security at the cost
of having only limited fixed sharing configurations. On the
other hand, MPS allows flexible sharing without implement-
ing GPU memory isolation. It is noteworthy, however, that
interference can arise among different running applications
or ML models when using GPU-sharing techniques with-
out complete separation of GPU resources, such as in the
case of NVIDIA MPS. This adds further complexity to the
GPU-sharing decisions when optimal performance is desired.
Overall, efforts have been made to incorporate some yet not
all above-mentioned heterogeneity into the distributed ML
workload scheduling [25, 30].

2.4 SmartNIC Comes Into Help

In this paper, we aim to resolve both inefficiencies – the
bottlenecks on CPUs and the sub-optimal accelerator schedul-
ing – in the distributed ML workloads. To this end, we find
SmartNIC – the RNICs with programmable capabilities – as
a solution to aid in overcoming these challenges.

Specifically, there are two types of SmartNICs: on-path
and off-path. On-path SmartNICs incorporate programmable
units, e.g., FPGAs, directly in the critical path of incoming
packets to the NIC. Some example products of on-path Smart-
NIC include Innova [20] and Marvell [10]. This design en-
ables high-speed processing capabilities. However, program-
ming on-path SmartNICs can be challenging due to the re-
liance on low-level languages and complex hardware con-
straints. Previous studies have explored leveraging on-path
SmartNICs to distribute the incoming traffic with some naive
rules [54]. Yet, this is far from being able to solve the sub-

Table 1: Design alternatives and whether they support the
desired properties.

Design Option
Efficient CPU
Cycle Usage

Flexible
Scheduling

Client GPUDirect←−−−−−→ GPU ✓ ×
Client RDMA←−−−→ CPU PCIe←−→ GPU × ✓

Client RDMA←−−−→ SNIC DMA←−−→ GPU ✓ ✓

optimal accelerator scheduling mentioned in Section 2.3.
We thus opt for the off-path SmartNIC, which comes with

a general-purpose SoC off the critical path of the incoming
packets. Leading examples of off-path SmartNIC products
encompass the BlueField family [12, 13]. It is worth high-
lighting that off-path SmartNICs have predominantly been
harnessed for task offloading and in bare-metal cloud environ-
ments [31, 40, 50, 56]. However, using off-path SmartNICs as
the critical path for incoming packets has been less commonly
explored. This is partly due to concerns that their relatively
weaker SoCs may introduce bottlenecks, limiting latency and
throughput [71, 76].

Nonetheless, we argue that the off-path SmartNIC remains
the optimal choice for our purposes for two key reasons, as
listed in Table 1. First, it effectively bypasses the host CPU,
thus mitigating the bottleneck on the CPU caused by heavy
communication costs. Second, the benefits derived from its
general programmability outweigh the minor latency advan-
tage that on-path SmartNICs offer. Consequently, the off-path
SmartNIC strikes the right balance between performance and
flexibility.

3 Conspirator Design

3.1 Design Overview
We propose Conspirator, a SmartNIC-aided control plane for
distributed ML workloads. Figure 3 illustrates the architecture
of Conspirator where the control plane is located at the off-
path SmartNIC SoC.

As illustrated in Figure 4, the initiation process entails the
host CPU reserving GPU memory chunks across different
(virtual) GPU instances. Concurrently, the host CPU estab-
lishes a secure communication pathway with the SmartNIC
SoC for (i) sending the memory pointers to the control plane
residing within the SmartNIC SoC, and (ii) acquiring data
availability signals.

The SmartNIC SoC provisions a local buffer to process
incoming requests, presuming they are transmitted using the
RDMA protocol for superior efficiency compared to the tra-
ditional TCP/IP stack. Upon receipt of a request, the control
plane identifies the most suitable GPU instance for task as-
signment following the heuristic introduced in Section 3.3
and initiates a DMA transfer of the data.
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Once the DMA transfer is completed, the control plane
alerts the host CPU, which subsequently triggers the desig-
nated GPU kernel to process the data. Once the processing
task concludes, the GPU kernel informs the host CPU, which
then forwards the results to the SmartNIC SoC using the se-
cure communication channel. The SmartNIC SoC completes
the cycle by returning the results to the original requester.

The above process circumvents the host CPU to the greatest
extent, only requiring it to wait on data availability signals and
start the proper GPU kernel. All the data transfer is kernel-free
and thus occupies few resources.

3.2 SmartNIC-Aided Control Plane

Below, we explain our design and implementation of the
SmartNIC-aided control plane.

SmartNIC selection. As explained earlier in Section 2.4,
we opt for the off-path SmartNIC, which is equipped with
a general-purpose SoC off the critical path of the incoming
packets. The most notable product of the off-path SmartNIC
is the NVIDIA BlueField family. We implement our control
plane with the latest product BlueField-3, which provides 4X
more compute power, 2X faster storage processing, and 4X
more memory bandwidth compared to Bluefield-2 [14].

Helpers at host CPU. In order to mitigate the performance
degradation of ML workloads due to CPU contention, Con-
spirator adopts an approach that emphasizes simplicity for
functions executed on the host CPU. This involves three pri-
mary tasks.

The first task is memory reservation at GPU instances. The
host CPU is responsible for reserving memory within the (vir-
tual) GPU instances. Subsequently, it maintains the availabil-
ity of memory pointers and dispatches them to the SmartNIC’s
controller. The second task is the GPU kernel management.
Upon receiving instructions from the SmartNIC’s controller,
the host CPU undertakes the role of initiating and invoking
GPU kernels for processing incoming jobs. Moreover, the
host CPU also takes charge of any auxiliary computations
that are unsuitable for execution on the GPUs.

All three tasks can only be done by the host CPU because
the SmartNIC lacks the capability to directly invoke a GPU

Requester SmartNIC Host CPU GPU

GPUMemAlloc

GPU Memory
Pointer *gp

*gp
RDMA Init

(*np)

RDMA
Establish

Initialization
Phase

Execution
Phase

RDMA
Write DMA

Write

Notify Invoke

Result r
r

r

MemAlloc
*np

Figure 4: Conspirator procedure flowchart per requester.

kernel, as it connects to the GPU indirectly through a PCIe
switch, unlike the direct PCIe connection between the GPU
and the host CPU.1

As shown in Figure 4, we also assume the results are ob-
tained by the host CPU and then transmitted to the SmartNIC,
rather than using the SmartNIC DMA to read the results in
the GPU. This is because we want to minimize changes to
the existing ML code, where the final step of obtaining the
result is usually executed on the CPU. While it is possible to
leverage DMA, this would require modifying the ML code to
store the results in GPU memory. Given the small size of the
results, using DMA offers imperceptible performance benefits
and hence does not justify the cost of ML code reconstruction.

For our implementation, we build and install a CUDA exten-
sion that creates a GPU tensor object from an address pointer.
Then, at the initialization of Conspirator, we reserve memo-
ries on each GPU instance using the doca_gpu_mem_alloc
function of the DOCA library. The reservation function will
return the memory pointers, with which we can create Tensor
objects later by calling our CUDA extension. This enables us
to reuse any existing ML training or inference code in Python,
by modifying just one line of code pertaining to the creation
of the input tensor.

Control plane at SmartNIC. The controller of Conspirator
operates at the subsystem of SmartNIC’s ARM SoC. The core
function of the controller is proper resource allocation. To
achieve that, the controller should first obtain the pointers to
all the (virtual) GPU instances from the helper functions at
the host CPU. Then, the controller should establish RDMA
connections in advance with potential requesters. The con-
troller should assign the requesters with a dedicated local

1An exception is the NVIDIA Converged Accelerators [15] which physi-
cally integrate the GPU and the SmartNIC. More related discussion please
refer to Section 5.
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buffer intended for temporary data storage before it is relayed
to the GPUs.

After completing the initialization, the controller assumes
the task of evaluating the most suitable GPU instance for
incoming jobs. After the allocation decision is made, it or-
chestrates the data transfer to the corresponding GPU and
simultaneously issues a signal to the host CPU, thus trigger-
ing the commencement of GPU processing.

It is noteworthy that the use of local buffers introduces a
minor latency in data transfer. However, the impact of this
latency remains marginal due to the nature of zero-copy data
handling: the data is written via RDMA and read via DMA,
effectively mitigating potential performance drawbacks.

The above functions facilitate four distinct communication
channels associated with the SmartNIC SoC: (i) a secure
communication channel linked to the host CPU, (ii) a DMA
channel connected to the GPUs, (iii) an RDMA channel es-
tablished with the job requesters, and (iv) a supplementary
channel connecting to job requesters for negotiating RDMA
setup specifics. For channels (i) and (iv), implementation
flexibility allows the use of any reliable transfer protocols.
Channel (ii) mandates that the GPU shares the same PCIe bus
as the SmartNIC, while channel (iii) requires the availability
of RDMA capabilities, such as the InfiniBand Fabric.

Our implementation relies on the DOCA library given
that it provides uniform APIs across RDMA, DMA, and
beyond. Specifically, we implement channel (i) using the
DOCA Comm Channel [16]2, channel (ii) using the DOCA
DMA library [17], and channel (iii) using the DOCA RDMA
library [18]. For channel (iv), we use the TCP socket. As
channel (iv) only functions as an RDMA protocol negotiator
before the actual data transfer, it does not impact runtime
performance.

Concurrency Design. It is noteworthy that, in Figure 4, both
the initialization and execution phases between the requester
and SmartNIC are handled per job requester. The controller
assigns each requester a distinct local buffer to prevent con-
tention. Additionally, the controller maintains a job queue.
Whenever it receives a signal indicating that a buffer is filled
(i.e., a requester has sent a task and completed transferring the
data), it creates a job and adds it to the queue. The controller
then periodically executes the resource scheduling algorithm
(see Section 3.3) to determine the next actions, such as which
jobs are DMA’ed to which GPU instance.

2We use DOCA Comm Channel primarily for coding integral consid-
erations: it is the only SmartNIC-CPU communication channel provided
by the DOCA library. This channel is supposed to be faster than the TCP
connection between SmartNIC and the host CPU. But given the small size
of the exchanged data (e.g., signals and results), this benefit will likely be
imperceptible.

3.3 ML workload Scheduling on Heteroge-
neous nodes

Conspirator also envisions the resource scheduling to
be pivotal in optimizing the ML workloads. The GPU
resource scheduling relies on resource isolation by GPU
virtualization techniques, such as MPS [11] and MIG [21],
and considerations on heterogeneity for both GPU resources
and ML models.

Specifically, when executing multiple jobs on the same
GPU, the conventional (default) approach involves CUDA
kernels processing each job in a time-multiplexed manner.
However, this method becomes inefficient due to the consid-
erable overhead imposed by context switching between differ-
ent jobs. MPS, on the other hand, introduces the concept of
multiple virtual instances, harnessing NVIDIA GPUs’ Hyper-
Q capability. This empowers multiple processes to leverage
concurrent CUDA kernel processing on a single GPU. The
outcome is significantly improved performance, attributed to
MPS’s reduction of context switch overheads and more effi-
cient GPU sharing compared to the default time-multiplexing
approach.

MIG enhances the resource isolation paradigm by segregat-
ing GPU memory resources within the same physical GPU.
Consequently, a MIG instance can be conceptualized as a
physical GPU instance. Notably, the key distinction between
a MIG instance and a physical GPU lies in the dynamic ad-
justability of resources for the former. This dynamic resource
adaptability enhances resource utilization and further con-
tributes to optimized ML workload execution.

However, existing container platforms (e.g., Kubernetes)
typically adhere to a paradigm where GPUs are exclu-
sively assigned to individual containers [3] or employ a
time-multiplexing strategy for GPU sharing [1, 2]. They
do not consider efficiently sharing GPUs while scheduling
applications requiring GPU resources, and hence often cause
resource inefficiency and performance degradation. Also, in a
multi-tenant environment, software architects need to ensure
that the shared GPU memory resource is isolated between
tenants. Such isolation can be realized by MIG but not MPS.

Conspirator desires to realize a fine-grained GPU sharing
with heterogeneity considered. To this end, we propose a new
bin-packing-based GPU scheduler that works on a container
platform (e.g., Kubernetes framework) and provides tenant
isolation and security benefits. The tenant isolation means
that no two tenants should share the same GPU computing
and memory resources. This helps protect against attackers
who might illicitly access data from other tenants residing in
the same GPU’s memory [64, 84]. This requirement arises
from real-world demands in our production data centers. Our
GPU scheduler realizes tenant isolation by leveraging MIG
capabilities while minimizing migration cost and operational
costs by leveraging MPS capabilities. Our GPU scheduler
also incorporates considerations of heterogeneous GPU types
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and the diverse demands of ML workloads. This ensures a
well-rounded approach that caters to varying computational
requirements and optimally allocates resources.

All the above GPU information for making the scheduling
decision is stored in the SmartNIC during the initialization
phase. Upon receiving a new job request, the controller at
the SmartNIC makes the decision locally. Following that de-
cision, the controller directly transfers the data to the target
GPU/MIG device and pings the host CPU to start the appro-
priate GPU kernel.

3.3.1 Problem Formulation

Below, we model the distributed ML workload scheduling3

as a mixed integer linear programming (MILP) problem.

Inputs. We denote Rit as the requested computing resource for
job i by tenant t, where i ∈ [1,N] and t ∈ [1,T ]. Additionally,
y jw indicates whether the w-th fraction of GPU j has been
allocated to at least one job. The total number of GPUs is J,
i.e., j ∈ [1,J], and each GPU j comprises Wj fractions. We
assume non-overlapping isolation of computing and memory
resources among fractions. For instance, an NVIDIA MIG
instance qualifies as a GPU fraction, whereas NVIDIA MPS
does not meet this criterion because it does not isolate memory
resources.

Wj can vary for different GPU types, based on configura-
tions. For instance, an A30 GPU can accommodate a maxi-
mum of 4 MIG instances, while an A100 GPU can host up to 7
instances [21]. Additionally, GPUs might feature diverse frac-
tion shapes. As an illustration, the A100 can offer fractions
with 1/7, 2/7, 3/7, 4/7, or 7/7 of total resources, resulting
in 14 possible configurations as illustrated in Table 3. Our
formulation will determine the effective fractions and impose
constraints to ensure that the total resource usage of selected
fractions on a GPU does not exceed C j, the total resources of
that GPU.

Outputs. We assume that the distributed ML workload
scheduling is dynamic. The binary variable ki jtw represents
the prior assignment of jobs in the system, whereas xi jtw rep-
resents the latest job assignments. Furthermore, Yj is a binary
variable indicating whether GPU j has any job assignments,
and δi is a binary variable indicating whether job i requires
migration for optimal assignment. The cost of migrating an
ongoing job i is denoted by mi. Table 2 summarizes the nota-
tion used in this paper.

Problem formulation. Our primary goal is to minimize both
GPU operational and job migration costs, considering the
substantial costs associated with migration. We introduce co-
efficients ε1 and ε2 to adjust the objective. The mixed integer
problem representing ML workload scheduling (which we

3While our paper focuses on ML workloads, our scheduler is also applica-
ble to other non-ML jobs, as long as they provide the necessary inputs such
as the requested accelerator resource.

Table 2: Main notations employed in this paper

Notation Explanation

Rit The requested GPU resource for job i by
tenant t

y jw Decision variable to assign GPU j’s wth
fraction for at least one job (when set to 1)
and not otherwise (when set to 0)

Wj The number of fractions for GPU j
α jw The computing resources of GPU j’s wth

fraction
C j The total capacity of GPU j

ki jwt The existing job assignment that shows if
job i is scheduled on GPU j for tenant t, if
set to 1 and not otherwise.

xi jwt The latest job assignment
Yj Whether GPU j has been assigned for at

least one job
δi Decision variable to migrate job i when set

to 1 and not otherwise (when set to 0).
mi The migration cost for job i

refer to as MinGPUCost problem) is defined as follows.

min
xi jwt

ε1 ∑
j

Yj + ε2 ∑
i

miδi (1)

s.t. ∑
t

∑
j
∑
w

xi jwt = 1,∀i ∈ [1,N] (1a)

∑
j
∑
w

xi jwt ≤ Rit ,∀i ∈ [1,N],∀t ∈ [1,T ] (1b)

∑
t

∑
i

Rit · xi jwt ≤ α jw · y jw,∀ j ∈ [1,J],∀w ∈ [1,Wj]

(1c)

∑
w

α jw · y jw ≤C j,∀ j ∈ [1,J] (1d)

Yj ≥
∑w y jw

N
,∀ j ∈ [1,J] (1e)

δi = 1−∑
t

∑
j
∑
w

xi jwt · ki jwt ,∀i ∈ [1,N] (1f)

A jt ≥
∑t ∑w xi jwt

N
,∀ j ∈ [1,J],∀t ∈ [1,T ] (1g)

∑
t

A jt ≤ 1,∀ j ∈ [1,J] (1h)

δi,xi jwt ,ki jwt ,A jt ,y jw,Yj ∈ {0,1} (1i)

Specifically, Equation 1a ensures the assignment of each
job i only once, while Equation 1b enforces assignments
solely for valid jobs where Rit > 0. Following this, Equa-
tion 1c safeguards that the cumulative resources allocated
to jobs within the w-th fraction of GPU j do not surpass the
fraction’s total capacity. Further, Equation 1d extends this con-
straint to encompass the cumulative resources allocated across
all GPU fractions, ensuring that the aggregated resources of
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Table 3: The GPU fraction resources for A100.

w 1 2 3 4 5 6 7
α jw(%) 14 14 14 14 14 14 14

w 8 9 10 11 12 13 14
α jw(%) 28 28 28 42 42 57 100

the selected fractions do not exceed the physical GPU’s total
capacity.

Next, Equation 1e serves to flag GPUs that have been
assigned to at least one job. Subsequently, Equation 1f deter-
mines whether the migration of job i is necessary to achieve
optimal resource allocation. To enhance data security in GPU
sharing within a multi-tenant context, Equations 1g and 1h
introduce the intermediary variable A jt , and they together en-
sure that all jobs assigned to the same GPU fraction originate
from a single tenant. Last, Equation 1i comprehensively cat-
alogs all binary variables implicated within the formulation.

Theorem 3.1. MinGPUCost is an NP-Hard problem.

Proof. Bin packing is a well-known combinatorial optimiza-
tion problem that is strongly NP-Hard [36, 38, 68]. We prove
MinGPUCost problem is NP-Hard by showing that bin pack-
ing problem is a special case of MinGPUCost. To reduce
the bin packing problem to an instance of our problem, we
create one tenant with a finite set I of job requests (items), a
size for each job request Ri,∀i ∈ I. Further, we assume having
J GPUs (bins) of the same type (homogeneous case) and a
migration cost of zero (i.e., ε2 = 0). We also assume each
GPU only uses the largest MIG instance (MIG 7g.80gb in
our case) with a bin capacity of 100. This creates an instance
of bin packing problem. Since the bin packing problem is
NP-hard, the MinGPUCost problem is also NP-hard.

3.3.2 Greedy Heuristic

Since MinGPUCost is an NP-Hard problem, finding the op-
timal resource allocation entails solving Equation 1 through
techniques like the Branch and Bound algorithm [32]. Yet,
it is crucial to acknowledge that such approaches often en-
tail considerable computational complexities. Unfortunately,
these complexities do not align with our objective of mini-
mizing latency and maximizing throughput, which demands
a more efficient strategy.

Consequently, we introduce a practical and expedient solu-
tion in the form of a greedy heuristic, which ignores the job
migration and efficiently computes resource allocations for
incoming jobs with a time complexity of O(NJWj).

Below, we explain our heuristic algorithm presented in
Algorithm 1 in detail. First, lines L1-2 synchronize existing
allocations and initialize variables Ti jw representing GPU
fraction occupancy by tenant. L3 then iterates through all jobs.
For each job i, L5-10 determines the tenant ti who requested it.

Algorithm 1 ML Workload Scheduling Heuristic.
Require: Rit ,y jw,W j,α jw,C j,ki jwt
Ensure: xi jwt

1: xi jwt ← ki jwt // Synchronize existing allocations
2: Ti jw← 0 // GPU fractions’ tenant occupation
3: for i← 1 to N do
4: success← False
5: for t← 1 to T do
6: if Rit = 1 then
7: ti← t // Determine the tenant for job i
8: break
9: end if

10: end for
11: for j← 1 to J do
12: if success = True then
13: break
14: end if
15: for w← 1 to W j do
16: if success = True then
17: break
18: else if Ti jw ̸= ti then
19: continue
20: else if y jw = 1 then
21: rle f t ← α jw
22: for i← 1 to N do
23: rle f t ← rle f t − xi jwti ∗Riti
24: end for
25: if rle f t ≥ Rit then
26: xi jwt ← 1
27: success← True
28: end if
29: else
30: rle f t ←C j
31: for w2← 1 to W j do
32: rle f t ← rle f t − y jw ∗α jw
33: end for
34: if rle f t ≥ α jw and rle f t ≥ Rit then
35: xi jwt ← 1
36: y jw← 1
37: Ti jw← ti
38: success← True
39: end if
40: end if
41: end for
42: end for
43: end for

Next, we iterate through all GPUs (L11-40) and their fractions
(L15-39) until the current job i is successfully allocated (L12-
14 and L16-17).

While the job i is not yet allocated, L18-19 determine
whether the current GPU fraction is occupied by another
tenant. If so, proceed to the next fraction. If the GPU fraction
has been previously allocated to a job belonging to tenant ti
(L20), L21-24 calculate whether there are available resources
for job i. If resources are available, L25-28 assign job i to
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Figure 5: An alternative design which relies on RDMA for
remote data transmission and exhibits a local scheduler at
host CPU.

this fraction. If the GPU fraction is currently unoccupied
(L29), L30-34 determine if it can be initialized and whether it
has sufficient resources for job i. If both conditions are met,
L35-38 assign job i to this fraction. It is noteworthy that in
Algorithm 1, we have presented only the generation of xi jwt
as an example to streamline the explanation. Other outputs
such as Yj can also be obtained from the algorithm without
introducing any additional complexity. Overall, this heuristic
efficiently computes resource allocations for incoming jobs
with a time complexity of O(NJWj), where N is the total
number of jobs, J is the total number of GPUs and Wi is the
maximum number of fractions among the GPUs.

4 Evaluation

Below, we comprehensively assess Conspirator from two dis-
tinct perspectives: end-to-end performance and the advantages
derived from workload scheduling. We initiate this evaluation
by presenting the results of our end-to-end system analysis,
conducted using a testbed comprising servers equipped with
BlueField-3 SmartNICs and A100 GPUs. Subsequently, we
proceed to the performance evaluation of Conspirator’s work-
load scheduling. This evaluation is underpinned by a real-
world dataset portraying GPU usage patterns in contemporary
data center environments.

4.1 End-To-End Evaluation

4.1.1 Evaluation Setup

Our testing infrastructure comprises two servers, each
equipped with BlueField-3 SmartNICs and A100 GPUs. To
facilitate a comprehensive comparison, we consider several
distinct configurations:

1 TCP Server with Host CPU Handling: In this setup, job
requests are managed by a TCP server on the host CPU,
which subsequently conveys the job data to the GPU.
(Figure 1(a))
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Figure 6: End-to-end duration.

2 Direct Data Transfer to GPU Memory: This con-
figuration involves the direct transfer of job data to
GPU memory through NVIDIA’s GPUDirect RDMA
technology. (Figure 1(b))

3 Direct Data Transfer to Host Memory: Here, the job
data will be transferred to a chunk of memory located
at the host. The host CPU will later decide on the job
scheduling and transfer the data to the corresponding
GPU memory using the CUDA library. This setting
closely resembles Conspirator, as it employs RDMA
for remote data transmission and incorporates a local
scheduler. The primary distinction lies in the absence
of SmartNIC utilization; instead, the scheduler resides
on the host CPU. Figure 5 provides an architectural
representation and information flow for this setting.

4 Conspirator Implementation: In the Conspirator frame-
work, job requests are transmitted via RDMA to the
SmartNIC SoC, which then orchestrates data transfer
to the appropriate GPU memory using DMA. (Figure 3)

These distinct configurations enable us to conduct a com-
prehensive performance assessment and comparative analy-
sis of Conspirator against other pertinent alternatives. In our
evaluation, we employ an ML inference workload designed
to process incoming batches of images from the ImageNet
dataset [8]. We further assume that the images have been
pre-processed before arriving at Conspirator, e.g., adopting
a similar architecture where data pre-processing is delegated
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Figure 7: Local data transmission evaluation.

to dedicated servers [82] which act as the job requesters in
our settings. It follows that the transmitted data will be in
a transformed format. Specifically, for a batch size of one
image, the data will occupy around 600 KB.

4.1.2 Results

End-to-end performance. In Figure 6(a), we illustrate the
end-to-end duration across various data path configurations
and diverse job batch sizes. The results indicate that configura-
tion 1⃝ is generally less performant than other RDMA-based
configurations, except for scenarios with small batch sizes (i.e.,
one or two). The relative efficiency of 1⃝ in these cases can
be attributed to the current limitations in RDMA’s optimiza-
tion when using Nvidia’s DOCA library. However, it is noted
that utilizing other RDMA-based libraries, as evidenced in
existing research [76], would likely enhance the performance
of RDMA-based settings over TCP even for small batch sizes.
The rest of the outcome is expected as the TCP/IP stack has
been proven to incur a notably high overhead.

Next, setting 2⃝ allows the job requester to directly place
data at the target GPU memory, without any hindrance in
the way. Indeed, such a setup brings the fastest end-to-end
duration compared to all other settings, despite that the per-
formance discrepancies with other RDMA-based settings are
marginal. For example, Conspirator (setting 4⃝) only adds
a minimal delay of up to a few seconds, or up to 8% of the
total time, for making scheduling decisions as well as the
local data transmission using DMA, compared to setting 2⃝.
In contrast, setting 2⃝ does not allow any GPU scheduling
and may lead to sub-optimal performance (see Section 4.2),
unless we unrealistically assume that the job requester has
real-time visibility into every accelerator. We thus discard this
option.

Setting 3⃝ and 4⃝ both leverages the power of RDMA and
GPU scheduling simultaneously. The difference is that setting
3⃝ decides on the GPU scheduling and transfers the job data

to the GPU using the host CPU whereas setting 4⃝ places
such job at the SmartNIC SoC. Figure 6(a) shows that setting
4⃝ outperforms setting 3⃝ with respect to the end-to-end

duration in most scenarios. The performance gap between
settings 3⃝ and 4⃝ becomes larger if we only consider the
data movement and exclude the ML inference at GPU.

To mimic a real-world data center scenario with ongoing
background CPU utilization, particularly in shared environ-
ments, we added CPU load while testing our four configura-
tions. Figure 6(b) shows that under high background CPU
load (80%), the performance differences between the settings
become more pronounced. Specifically, the end-to-end per-
formance of configuration 1⃝ is up to 5 times slower than
the others, or 12 times slower if excluding GPU processing
time. Configuration 4⃝ consistently outperforms 3⃝ by up to
30s or 20% of the total end-to-end latency, while only adding
a few seconds of delay compared to 2⃝, with the maximum
discrepancy of about 8s at a batch size of 128.

Zooming in data movement. We further narrow our focus to
settings 3⃝ and 4⃝ with respect to the data movement, which
consists of three sub-tasks: (i) RDMA transmission, (ii) local
data transmission, and (iii) GPU scheduling. Among them,
setting 3⃝ and 4⃝ only differ in the second sub-task of local
data transmission, which we take a closer look at below.

Figure 7(a) depicts the durations for local data transmission
for settings 3⃝ and 4⃝ with varying batch sizes. Overall,
setting 4⃝ consistently outperforms 3⃝ across most scenarios.
An exception arises when the batch size is 4, and this anomaly
could potentially be attributed to some internal mechanisms
within the CUDA library. The most significant performance
disparity is observed when the batch size is 1, with setting
4⃝ reducing the duration by an impressive 63%. This

phenomenon can be again attributed to internal mechanisms
within the CUDA library, as we consistently observe that the
host CPU takes less time to transfer data for batch sizes 2 and
4 compared to batch size 1. For the remaining batch sizes,
setting 4⃝ reduces the duration of local data transmission by
percentages ranging from 3% to 10%.

While the performance improvement may not appear
substantial, one of the key advantages of setting 4⃝ lies in its
less reliance on the host CPU compared to setting 3⃝. This
characteristic becomes particularly valuable in real-world
cluster environments where the host CPU may frequently be
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Table 4: Cost efficiency of Conspirator.

Hardware Price (Normalized) Power Consumption Throughput (Normalized) Cost-Effectiveness Power Efficiency

Host CPU $1,000 800W 1,000 1.0 1.25
SmartNIC $231 150W 270 1.17 (+17%) 1.8 (+44%)

occupied by various tasks, whether related to ML or unrelated
to it. To emulate such scenarios, we introduced an additional
CPU-intensive program, thereby introducing background
host CPU utilization. As demonstrated in Figure 7(b), the per-
formance of setting 3⃝ is negatively affected by the presence
of background CPU utilization. The local data transmission
duration increases as the background CPU utilization rises,
escalating from less than 4 ms to a maximum of over 11 ms.
Consequently, the speedup achieved by setting 4⃝ in com-
parison to setting 3⃝ grows from 29% to a substantial 76%.

Figure 7(c) provides a comprehensive overview of the
speedup achieved when transitioning from setting 4⃝ to 3⃝,
considering various batch sizes and background CPU utiliza-
tion levels. It is noteworthy that speedup is evident in all
configurations except when the batch size is 4 and when CPU
utilization is 0%, as previously discussed. The most substan-
tial speedups are observed when the batch size is either 1
or greater than 8. In summary, setting 4⃝ yields an average
speedup of 36%. Importantly, the average speedup increases
as background CPU utilization rises, ranging from 17% when
CPU utilization is at 0%, through a substantial 30% when
CPU utilization is at 30%, to an impressive 50% when CPU
utilization reaches 100%. It is worth noting that if we account
for RDMA data transmission, these numbers would be halved,
but they still represent significant improvements.

Cost effectiveness and power efficiency. Beyond perfor-
mance advantages, Conspirator’s most significant benefits
lie in its cost effectiveness, defined as throughput relative to
the purchase price, and power efficiency, measured as through-
put per maximum power consumption. Table 4 reveals that
although a host CPU might have higher throughput due to
more CPU cores, SmartNIC (setting 4⃝) outperforms a setup
relying solely on host CPUs (setting 3⃝) in terms of cost and
power, being 17% more cost-effective and 44% more power-
efficient. Notably, the pricing for the NVidia BlueField-3
SmartNIC listed in the table represents its total cost after
normalization. Considering that when SmartNIC is absent, a
standard server would still require a NIC for operation, the
actual cost-effectiveness and power efficiency of Conspira-
tor are likely even more advantageous than indicated. This
underscores Conspirator’s significant value in data center en-
vironments.

4.2 ML Workload Scheduling

Evaluation Setup. Next, we evaluate the ML workload
scheduling capabilities of Conspirator. To provide a mean-
ingful basis for comparison, we have implemented two ad-

ditional scheduling approaches. First, we have created an
optimal scheduler that solves the mixed ILP problem defined
in Equation 1 using OR-Tools [7]. To obtain the optimal
GPU assignment at all times, we set ε2 in Equation 1 to be
zero, meaning that there is no cost for job migration. Second,
we have designed a heuristic approach similar to our system
where it leverages NVIDIA MPS to enable multiple jobs from
the same tenant to share the same GPU. However, it does not
consider the use of MIG technology.

Our evaluation is conducted using the Alibaba Cluster
Trace GPU 2020 dataset [4, 77], which captures a wide range
of training and inference jobs within a large production
cluster featuring diverse GPU types. The original dataset
chronicles the activities of more than 1,300 users over a
span of two months. To streamline the presentation of our
evaluation results, we have restricted the analysis to a subset
considering activities over a continuous 60-hour period.

Results. Figure 8(a) shows the cumulative consumed GPU
hour by all the jobs over time following the scheduling deci-
sions made by either the heuristics or the optimal scheduler.
The jobs, when scheduled optimally, collectively require 233
GPU hours. Remarkably, our heuristic achieves this identical
result without any performance degradation, surpassing the
total of 345 GPU hours necessitated by simpler heuristics that
do not take advantage of the MIG feature. This illustrates a
33% savings on the total consumed GPU hours.

Next, we proceed to examine the scheduling durations. Fig-
ure 8(b) shows the CDFs of scheduling durations for both the
heuristics and optimal scheduler that solve the MILP problem.
Unfortunately, the optimal scheduler, while capable of provid-
ing the optimal solution, exhibits significant delays, ranging
from at least 100 ms to potentially several minutes.4 Such pro-
tracted scheduling times outweigh the advantages of optimal
scheduling and render it impractical for real-world systems.
In contrast, our heuristic is swift, necessitating a median time
of only 4 ms – over 1,000x faster than the optimal sched-
uler – to determine the optimal scheduling. This imposes an
acceptable level of overhead on Conspirator. Note that the
scale of the dataset used for this evaluation necessitates the
availability of over 80 GPUs for scheduling. In real-world
deployments, single machines typically host only a few GPUs.
As a result, the scheduling duration of our proposed heuristic
within Conspirator is expected to be significantly shorter.

We further evaluate the applicability of the scheduler. Fig-
ure 8(c) illustrates the scheduling durations when executing
on the SmartNIC with no background use and on the host CPU

4A cut-off timer is set to 10 minutes to prevent optimal scheduling tasks
from taking excessively long to complete.
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Figure 8: Scheduler evaluations.

with varying levels of background usage. Overall, the host
CPU without high contention outperforms the SmartNIC, an
expected result given the latter’s weaker SoC. However, when
background CPU usage reaches or exceeds 75%, scheduling
on the host CPU becomes slower than on the SmartNIC. In
either case, the scheduling heuristic completes in a few mil-
liseconds, even when handling a larger-than-usual problem
scale, remaining within the acceptable range. This demon-
strates the good applicability of our scheduler.

In conclusion, these results underscore the efficacy of our
proposed heuristic, which effectively achieves GPU resource
scheduling that is close to optimal or even optimal in this
particular dataset. Importantly, it accomplishes this with sig-
nificantly reduced time requirements, rendering it a practical
solution and a good fit in Conspirator.

5 Discussion

Distributing client requests to both SmartNIC SoC and
CPU. One additional alternative is to leverage both the Smart-
NIC SoC and CPU for accepting requests at the same time. As
Xing et al. [76] suspects, SmartNIC internally reserves some
NIC cores for each endpoint, i.e., the SmartNIC SoC and host.
Hence, it is possible to gain performance improvement if both
the SoC and the host take requests and ship them to the GPU.
However, this requires careful tunning on both the ratio of the
requests and the scheduling algorithm – as it needs to work
distributively in this scenario – to maximize the benefits. We
leave this as future work.

Non-NVIDIA GPU Technologies. Other GPU vendors such
as AMD and Intel also offer peer-to-peer data movement tech-
nologies. AMD’s PeerDirect [22] allows the transfer of data
from GPU to other PCIe devices such as NICs. Meanwhile,
Intel offers DMABuf [9] with similar features as NVIDIA’s
GPUDirect. However, these techniques are at different levels
of maturity and run only on hardware from specific vendors.
We thus opt for NVIDIA solutions in this paper.

Converged Accelerator Cards. In response to the challenges
posed by bottlenecks in distributed ML workloads, industries

have explored novel hardware architectures to address these
limitations. Notably, the introduction of Nvidia’s A100X con-
verged accelerator [15] stands out, leveraging the robust per-
formance of the NVIDIA Ampere architecture in conjunction
with the enhanced latency reduction capabilities offered by
the NVIDIA BlueField-2 data processing unit (DPU). More
concretely, the converged accelerator physically integrates
the GPU and the SmartNIC with a PCIe bus. This allows
the SmartNIC to play the role of the host CPU, i.e., directly
managing the GPU kernel.

It is noteworthy, however, that such hardware architectures
come with two major limitations. First, the SmartNIC’s ARM
SoC, acting as the host CPU in this context, demonstrates
inadequacy in terms of computational strength. It struggles to
efficiently handle auxiliary aspects of ML workloads, conse-
quently leading to an overall performance degradation. Sec-
ond, the converged accelerators are constrained by a one-to-
one correspondence between the DPU and the GPU, meaning
that the DPU in embedded mode can communicate solely with
one A100 GPU node on the converged card. In contrast, our
proposed architecture boasts the advantage of overcoming this
limitation, demonstrating compatibility with multiple GPUs
on the same node. This becomes particularly pivotal in the
context of large machine learning models, such as large lan-
guage models (LLMs) [61], where the model’s scale exceeds
the capacity of a single GPU.

Balance of System Configurations. While this paper focuses
on reducing the communication costs to relieve the bottleneck
on CPUs, we acknowledge that it is not the only source. The
CPU contention is resulted by the collective efforts of many
tasks, including data pre-processing, network stack overhead,
aided computation for ML, background CPU tasks, and more.
The specific bottlenecks in ML inherently depend on (i) ML
workload characteristics, (ii) the balance of the system con-
figurations, and (iii) other background workloads.

For example, some ML models are more computationally
intensive than others [79], and training with parameter servers
burdens the CPU more than all-reduce training [48]. Further,
in the evaluation of Conspirator, we assume an inference
workload, where communication and network stack will have
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a significant impact on CPU load because of the large amount
of data volume transmitted.

The balance of system configurations, i.e., the hardware
capabilities of the GPUs, CPUs, and NICs, also plays an im-
portant role. For example, a server equipped with a strong
GPU and a relatively weak CPU may experience network
stack bottlenecks even if data pre-processing is delegated to
another server [82]. In addition, servers handling ML tasks in
multi-tenant environments face additional CPU loads.

Irrespective of what causes the CPU bottleneck, a high CPU
utilization rate degrades ML performance [77]. Conspirator
alleviates CPU load by removing it from the data path —
regardless of whether the data is pre-processed or not —,
leveraging the more cost-effective SmartNICs (see Table 4).
From a different perspective, Conspirator promotes a more
cost-effective system configuration balance.

On-path vs off-path SmartNICs. While this paper fo-
cuses on off-path SmartNICs due to their easier programma-
bility, on-path SmartNICs merit further exploration. On-
path SmartNICs come in various implementations; the job
scheduling algorithm cannot be realized in some, such as the
Netronome/Agilio SmartNIC with P4 programmable hard-
ware [5]. Others, based on FPGAs [10, 20], may have the
potential to implement the functionalities of Conspirator. We
expect some of these to offer better performance than the
off-path SmartNICs demonstrated in this paper. However,
the reliance on low-level languages and complex hardware
constraints poses significant development challenges. We ac-
knowledge that the lack of further exploration and comparison
of on-path SmartNICs is a limitation of our paper, and we
leave this for future work.

6 Related Work

Heterogeneous accelerator scheduling. Specialized acceler-
ators are increasingly deployed for ML workloads [26, 27, 39,
42, 60, 77, 78]. These accelerators demonstrate diverse perfor-
mance characteristics across different workloads. While exist-
ing cluster schedulers for accelerators are proficient at man-
aging the allocation of these workloads among multiple users,
they have typically focused on optimizing one objective, such
as fairness, throughput, or latency [42, 60, 78]. For instance,
Optimus [62] and Tiresias [42] propose a GPU scheduling ap-
proach for distributed training workload that aims at minimiz-
ing the average job completion time. MLaaS [77] conducts
an in-depth analysis of extensive workload traces within Al-
ibaba, showing the advantages of GPU sharing in operational
GPU data centers. The findings also highlight that, in their
suggested approach, the CPU can act as a potential bottleneck.
Gavel [60] is a scheduling policy designed for deep learn-
ing workloads, employing a round-robin-based scheduling
mechanism to ensure that jobs receive their optimal allocation
in alignment with the designated scheduling policy. Unfor-

tunately, existing works do not consider the heterogeneous
performance of workloads running on different GPU architec-
tures.

Communication optimization for distributed ML work-
loads. Some ML schedulers [63,67] study the impact of com-
munication bandwidth on ML workload efficiency and pro-
pose to mitigate the communication overhead of ML training.
Compression is widely studied and employed in the current
distributed ML training [24, 28, 35, 73–75, 80]. In parallel,
there are ongoing initiatives in the field that concentrate on
delegating the responsibility of gradient aggregation to pro-
grammable switches [52, 67]. Conspirator does not conflict
with any of the above work as it focuses on optimizing the
local data transmission workflow.

SmartNIC. Recent works on SmartNICs focus on harnessing
the computational capabilities of the SmartNICs to offload var-
ious application workloads [31, 55, 56, 65, 70]. Some propose
using P4 switches to accelerate parameter server (PS) train-
ing applications [67]. While others propose to accelerate all-
reduce by using InfiniBand switch [41]. Recent studies have
demonstrated substantial advantages in offloading specific
functions from host CPUs to more specialized hardware. iP-
ipe [55] introduces the actor programming model as a solution
for offloading applications like KV stores, distributed transac-
tion systems, and real-time analytics to SoC-based SmartNICs.
E3 [56] and λ-NIC [31] focus on offloading microservices
to SoC-based SmartNICs. While these approaches share the
common goal with Conspirator of alleviating the host CPU
burden through task offloading and utilizing SmartNIC re-
sources to enhance task acceleration, they do not specifically
tackle the unique challenges associated with data movement
between accelerators and workload placement and scheduling.

7 Conclusion

We have introduced Conspirator, a SmartNIC-assisted con-
trol plane designed to optimize distributed ML workloads
by concurrently addressing two critical bottlenecks: CPU
limitations and suboptimal accelerator scheduling. To attain
this objective, Conspirator uses the SmartNIC to overcome
these challenges and balance efficient data communication
and optimal accelerator scheduling.

We have developed a prototype of Conspirator on the
Nvidia BlueField-3 SmartNIC and conducted a comprehen-
sive comparison with state-of-the-art RDMA-based alterna-
tives. Our evaluation reveals that Conspirator yields a 15%
reduction in end-to-end completion time compared to RDMA-
based alternatives while being 17% more cost-effective and
44% more power efficient. Furthermore, our proposed sched-
uler not only contributes to a 33% reduction in GPU hours
compared to naive GPU-sharing schedulers but also makes
close-to-optimal decisions efficiently, requiring significantly
less time than an optimal NP-Hard scheduler.
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