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ABSTRACT
In this paper, we present the results of an interview study with 22
participants and two focus groups with 7 data deletion experts. The
studies explored understanding of online data deletion and reten-
tion, as well as expiration of user data. We used different scenar-
ios to shed light on what parts of the deletion process users un-
derstand and what they struggle with. As one of our results, we
identified two major views on how online data deletion works: UI-
Based and Backend-Aware (further divided into levels of detail).
Their main difference is on whether users think beyond the user
interface or not. The results indicate that communicating deletion
based on components such as servers or “the cloud” has potential.
Furthermore, generic expiration periods do not seem to work while
controllable expiration periods are preferred.

1. INTRODUCTION
With growing storage capabilities and the large amounts of data1

that people store online, data deletion is a common practice for
internet users these days [12]. Reasons for deletion are manifold
and range from simple things such as cleaning up your account to
more critical tasks like getting data out of the reach of others, i.e.
privacy [12].

We know that incomplete understanding of online data deletion can
cause problems such as mishandling personal data due to misinter-
pretation of the process [12]. Ultimately, this can lead to issues with
maintaining user privacy. Despite this importance, understanding
online data deletion practices from a user perspective is still an un-
derstudied topic that deserves more attention. It is important to
study what users actually know, need, and want when it comes to
online data deletion.

To fill this gap, we conducted a user study with 22 participants with
varying demographic backgrounds. In addition, we ran two focus
groups with 7 data deletion experts. The main focus of this work-
stream was on deletion, retention, and expiration. In this work, we
define deletion as the process of a user-invoked event to remove

1Please note that in this work, we focused on user-generated con-
tent as opposed to automatically generated data such as different
types of metadata (e.g., log data).
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user generated content from an account. Retention refers to how
long it takes until data is removed from all entities after it has been
deleted. Finally, with expiration, we explored if it makes sense to
have certain data automatically disappear after a certain period of
time (think for instance about Snapchat messages that disappear
after a user-defined timeframe).

In this paper, we provide insights into users’ understanding of on-
line data deletion, retention, and expiration. Our results can help
with designing and communicating deletion in a way that is gras-
pable for users, and as such, help the community to create better
user interfaces and user education for online data deletion. For ex-
ample, we identified two major views on online deletion: one solely
based on the user interface and the second about what is going on in
the background (with different levels of detail). We also found that
data expiration does not follow a chronological order but is rather
context-dependent. This means that data that is considered worth-
less at a certain point in time can become useful again later due to
certain events.

2. RELATED WORK
For a long time, humans’ ability to remember relied on biologi-
cal memory and media with limited storage and sharing capacities.
Most things were forgotten, and only few were remembered [9].
Even most acts violating social norms were forgotten after some
time [4]. However, modern technology, and especially the inter-
net, provides us with new abilities to overcome forgetting. Data
can easily be stored, distributed, searched and used. Despite its
benefits, this presents new challenges, especially with respect to an
individual’s privacy. For example, in 2006, a student teacher posted
a picture of herself in a pirate costume with the caption "Drunken
Pirate" on MySpace. Based on this picture, she was later denied
her teaching degree [13].

A lot of research work in the past years has focused on helping peo-
ple to protect their privacy while still being able to live a digital life.
Not surprisingly, much of this work is centered around the content
of online social networks, and more precisely, deletion and perma-
nence of this content. For example, Wang et al. [17] showed that
regret is a major factor for deletion in Facebook. Similar results
were found in research on regrets on Twitter [14]. Interestingly,
despite regret, a large scale study on deletion on Twitter [1] found
that the majority of deletion cases are rather for corrections/edits.
They also showed that content on public social networks like Twit-
ter might not really be gone after deletion due to replies, comments,
and internet archives storing them. For example, the meaning of a
deleted tweet can, in many cases, be recreated based on replies and
mentions. To mitigate this issue, Wang et al. proposed a system
to support social network users to post fewer regrettable posts by
providing them hints on who will be able to see their posts [16].
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In a field trial, this system indeed significantly reduced sharing of
potentially regrettable content.

Another important dimension of online data privacy is permanence.
Much online content is designed to remain available until it is ac-
tively removed by the user, raising questions of how data shar-
ing preferences might change longitudinally. Ayalon and Toch [2]
looked at sharing preferences of Facebook content over time, find-
ing a meaningful decrease in willingness to share content as it ages.
User behavior, however, did not directly align with these stated
preferences, since users did not tend to delete old posts to the same
degree that their sharing preferences would have implied. The au-
thors suggest expiration controls as a method to manage longitudi-
nal privacy, with users setting expiration dates for content as they
post it. This assumes that people will be able to predict their sharing
preferences for content with some degree of certainty. However,
past research [3], has found that participants were not particularly
good at predicting their privacy preferences over time, therefore,
raising questions as to whether setting an expiration date for con-
tent as it is created would be in line with users’ evolving privacy
needs. Bauer et al. [3] also found that participants wanted constant
access to posts over time, even if only for reminiscing purposes.
Posts associated with changing privacy preferences seemed to be
the exception.

Considering that users might not accurately predict their future pri-
vacy preferences for their data, Mondal et al. [10] suggested an al-
ternative online data privacy preserving mechanism for older data
that moves away from time-based deletion. The authors suggest
that, after a given period of inactivity, the user could receive sug-
gestions to remove online content (e.g., Twitter posts).

This past research suggests the use of deletion mechanisms, in the
form of expiration, to help users manage their online data privacy.
Although users might not be very accurate in their predictions for
desired expiration dates for their data, they are quite familiar with
the use of deletion as a privacy preserving mechanism. A recent
study on deletion practices in cloud storage [12] showed that one of
the main motivators for deleting data in the cloud is privacy. More-
over, the paper showed that many problems that came with deletion
are grounded in incomplete “mental models”. Other research has
also established the connection between “mental models” and their
impact on user behavior. Wash [18] has also researched user “folk
models” about security, finding that users relied on their models to
guide their choice of security software, what expert security advice
to follow, and how to justify ignoring certain advice. Other “mental
models of security and privacy” research has found that knowledge
of “mental models” can also be used as a foundation to create better
user communication [5].

Most research has focused on the how and why of users’ decision
making process about deletion. That is, there is only little data on
how users see deletion and whether this has consequences for their
privacy. In addition, misunderstandings and unfounded expecta-
tions of deletion are grounded in incomplete understanding of the
deletion process. With this work we provide first insights to fill this
gap. This foundational research can then help us better design user
education and implementation of data protection regulations.

3. STUDY
To uncover users’ understanding of online data deletion and their
expectations, we conducted semi-structured interviews in combi-
nation with a think-aloud drawing task. In addition, we conducted
two expert focus groups to set a baseline to compare the interview
study results against.

3.1 Interview Study
We conducted interviews in combinations with drawing tasks. Draw-
ing tasks are a useful tool to uncover participants’ understanding [8,
18]. They are particularly appropriate when researching underlying
understandings which are hard to verbalize, as can be the case with
abstract concepts where participants might lack technical vocabu-
lary [11]. Additionally, drawing tasks are particularly well suited to
generate reflective feedback as opposed to reactive feedback [15].
Drawing tasks are usually combined with the think-aloud protocol
[7], meaning that participants verbalize what they are thinking as
they are drawing, giving the observing researchers further insights
into the meaning behind their drawings.

Each interview consisted of three main parts: General Deletion,
Deletion Scenarios, and Expiration.

General Deletion - In this part, we explored the participants’ on-
line data use and understanding of deletion on a general level. For
example, we asked them what online services they use that store
data. At the end of this part, participants were asked to draw how
they think online data deletion works in general (without a specific
use case). As mentioned before, this included a think-aloud task.

Deletion Scenarios - This part explored two deletion scenarios:
Email and Social Media2. We picked these two scenarios because
they a) are very common, b) come with common deletion tasks,
and c) are significantly distinct in how data is shown to users and
how deletion works. This includes potential consequences such as
the fact that social media data might still retain or be recoverable
(literally or by meaning) after deletion due to shares, comments,
archives etc. [1]. The two scenarios were counterbalanced, to miti-
gate learning effects.

Since there are plenty of different email and social media services,
which could influence the results, we recruited for the following:
We made sure that all participants used the online user interfaces of
their respective email provider. All participants used either GMX,
Web.de (the two most dominant email providers on the German
market), or Gmail, or a combination of those. For social media,
all participants were knowledgeable of Facebook (and referred to
Facebook in their examples). Please be aware that this limits gen-
eralizability.

For each scenario, we asked the same questions, including why and
when participants delete data on the respective platform. Similar
to the general questions part, we also asked participants to create
a drawing about how deletion works in each respective scenario,
again, applying the think-aloud methodology. For details on the
scenarios script, see Appendix A.

Three resulting drawings can be found in Figure 1.

Expiration - The final part was about online data expiration. Here,
we wanted to explore if and under what circumstances, participants
thought specific data could or should be automatically deleted. We
used four scenarios: Online shopping (data: address), email (data:
email), social media (data: post/tweet), and search (data: search
history). Online shopping and search were added in addition to the
deletion scenarios to provide a wide spectrum of potential data. In
addition, active deletion (as opposed to expiration) is rather rare in
those two scenarios.

The main tool we used in this section was the graph shown in Fig-
ure 2. On the x-axis, participants were asked to add events which

2All participants were recruited to be active email and social media
users.
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(a)

(b)

(c)

Figure 1: Participant diagrams explaining how deletion works:
(a) in general, with no given scenario (Participant 6); (b) in
an Email scenario (Participant 11); (c) in a Social Media sce-
nario (Participant 8). Yellow notes were added by one of the
researchers to clarify the diagrams.

would influence the usefulness of the data. On the y-axis, we asked
them to add the respective usefulness rating (for them as users of
the service). The question was: “How useful it is for you that the
service provider has this data?”. In the end, they were also asked
if there would be an event, at which the data completely loses its
usefulness (for details, see Appendix B).

3.1.1 Pilot Study
To verify and improve the study instrument, we ran an internal pi-
lot study. To avoid or mitigate technical bias in the pilot study ses-
sions, we recruited for co-workers from non-tech divisions of our
company.

2
Figure 2: Graph used in the Expiration portion of the Inter-
views. Participants were given a blank graph (this one is from
the Online Shopping scenario), and asked to add events that
would influence the usefulness of the data on the x axis and the
respective usefulness (for them) on the y axis.

In addition to simple wording improvements, the pilot study helped
us to identify more significant changes: For instance, we used the
results to identify appropriate scenarios for the expiration and dele-
tion tasks, meaning the tasks covered a wide spectrum both in terms
of how the service works and in how it is received by participants.
The biggest change after the pilot was in the expiration graph which
turned out to be much easier to understand with a time component
involved in it as this seemed closer to how users perceive expira-
tion.

3.1.2 Procedure
All interviews were conducted in-person at our premises. At the be-
ginning of each session, participants were introduced to the study.
First, they were asked to read and sign a consent form and NDA
(was sent to all participants before the study so they had the chance
to familiarize themselves with it). After this, the procedure was ex-
plained to them and the interviewer told them that they were free to
stop the interview at any time or skip questions/parts they did not
feel comfortable with (this option was not used by any participant).
We also asked them for permission to make a video (and audio)
recording of the session which was needed to analyze the data. To
protect their privacy, the recordings were anonymized. For exam-
ple, we only filmed participants’ hands and drawings.

After the introduction, an anonymous ID was assigned to each par-
ticipant, which was used during the analysis instead of their real
data. This was followed by the interview. After the interview part
was finished, the participants were debriefed and were given the
chance to ask questions themselves. Each session lasted around 40
to 70 minutes. Since we always target to provide fair compensation
for each respective country, participants received a compensation
of around AC60, which was based on their travel and time effort.

3.1.3 Participants
We recruited 22 interview participants from Germany. In order
to recruit participants from the general population, we worked to-
gether with an external recruiting agency providing them with a
detailed screener. The study was advertised as being about online
data. The most important screening criteria were that they regu-
larly engaged in online deletion activities and the categories of our
scenarios: They had to use some sort of social network and own
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ID Age Range M / F Occupation
1 18 - 24 M Student (Business Mgmt.)
2 45 - 54 F Industrial Eng.
3 45 - 54 M Self-employed (Tourism sector)
4 45 - 54 F Freelance Manager in Public

Health
5 45 - 54 M Insurance Salesman
6 35 - 44 M Hotel Clerk
7 35 - 44 M Tour Guide
8 55 - 64 F Clerk
9 25 - 34 M Business Management
10 18 - 24 F Student (Accounting)
11 25 - 34 M Financial services
12 25 - 34 M Electrician
13 45 - 54 M Business Management
14 45 - 54 F Office Manager
15 25 - 34 F Automotive Engineer
16 45 - 54 M Painter/Varnisher
17 35 - 44 F Office Comm. Clerk
18 35 - 44 F Real Estate Mgmt.
19 45 - 54 F Florist
20 45 - 54 F None
21 45 - 54 M Insurance Salesman
22 35 - 44 F Office Clerk

Table 1: Demographics of the interview study participants.

an email account and use it through its online interface. They were
also familiar with online shopping and regularly performed online
searches. With respect to diversity, we targeted for gender diver-
sity, different professional backgrounds and education, as well as
differing attitudes towards privacy.

Table 1 lists the demographics of all interview participants.

3.2 Expert Focus Groups
Instead of reproducing the interview study for the experts, we de-
cided to run focus groups. This decision was made to enable discus-
sion among the experts, which we identified as a vital step to come
up with a solid baseline to compare the interview results against.

The focus groups were conducted in combination with a drawing
task identical to the interview study. In contrast to the interview
study, we asked focus group participants to do the 3 drawings (Gen-
eral (no scenario), Email scenario, Social Media scenario) as home-
work before the actual meeting. All necessary instructions were
sent to them via email. They were also asked to bring these draw-
ings with them to the focus group.

The actual focus group session consisted of 3 main parts (in this
order): Data deletion in general, the Email scenario, and the Social
Media scenario. For each part, each participant (counterbalanced
per part) presented the respective drawing and discussed it with
the rest of the group. Then, after everyone presented, the partici-
pants were asked to decide which parts of the presented drawings
they thought were the most important ones that a lay person should
know in order to have a good understanding about what is going on
when deleting online data.

3.2.1 Procedure
Both focus groups were conducted at our premises in Switzerland.
Two researchers conducted the focus groups together. One of them
took notes and the other researcher was leading the focus group
(including presentations and discussion).

Before attending the focus group, participants were introduced to
the study via email. Moreover, they were asked to read and sign a
consent form. At the beginning of the sessions, we ensured that all
participants understood and signed the consent form, after which
we explained the focus group procedure to them. The consent form
mainly asked for permission to make a video (and audio) record-
ing of the session which was needed to analyze the data. To pro-
tect participants’ privacy, the recordings were anonymized like in
the interview study. After the introduction, an anonymous ID was
assigned to each participant, which was used during the analysis
instead of their real data.

This was followed by the actual focus group. In the end, partici-
pants were debriefed and were given the chance to ask questions.

Both focus groups lasted around 60 minutes. Each expert received
a compensation worth AC30 with respect to the time they invested in
being part of the study. Please note that they did not have to travel
as we conducted the focus groups in their office spaces.

3.2.2 Participants
Overall, we recruited 7 participants from a major tech company,
three for the first and four for the second focus group. Recruitment
was done through the company’s internal communication channels
by specifically targeting pre-identified product areas that involve
data deletion.

We targeted participants working in security and privacy and for
whom online data deletion and retention are part of their daily job.
Thus, we considered these participants experts in the technical parts
of online data deletion. We aimed for a good mix of job level and
nationalities. We also made sure they all worked on different types
of products, and thus, types of online data deletion, to mitigate the
influence of a certain type of application on the results. For exam-
ple, occupations ranged from log specialists to data monitoring.

3.3 Data Analysis
Data analysis of the study results (both interviews and focus groups)
took roughly two months from first to last session. Overall, three
researchers were involved in the analysis process.

For both, the open-ended questions and the drawings, we used the
same inductive coding approach: Two researchers independently
coded the entire dataset and each separately came up with a code-
book. Disagreements between both codebooks (<7%) were dis-
cussed by these researchers and resolved in two in-person sessions.
The resulting codebook was then iterated on by both researchers by
independently re-coding the dataset. Further disagreements were
resolved in further in-person meetings. The final codebook was
then used by one researcher to code the entire dataset.

Please note that for the drawings, the analysis did not only involve
the actual drawings but also the transcripts of what participants
said while drawing (think-aloud). Based on those two data sources
(transcripts and drawings), we identified all elements that partici-
pants thought were part of the process as well as the elements’ in-
terdependencies (e.g. backup servers that are connected with each
other). For the sketches, we did not differentiate between written
elements (in words, e.g. “cloud”) and drawn elements.

After the final codes were assigned, a third researcher joined the
analysis process and took part in a two days analysis workshop
and two additional refinement sessions. In those sessions, the data
of the two studies (interviews and focus groups) was used by the
three researchers to identify and discuss overarching themes. For
instance, the final list of the expert focus group codes was used
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Code Email
Scenario

Social Media
Scenario Total

Not needed anymore,
old/outdated

10 6 16

Too much data, limited
storage

10 – 10

Tidying inbox, avoiding
cognitive overload

6 1 7

To remove Spam/Ads 6 – 6
To remove potentially em-
barrassing content

– 4 4

Don’t delete data 3 7 10

Table 2: This table shows how many participants mentioned
each of the following reasons for deletion in their responses for
each scenario. Numbers do not add up to 22 because each par-
ticipant can fall into several categories or none.

to iteratively go through the interview data (and codes) again to
identify how they related to each other (i.e., how they were similar
or different).

For all themes, saturation was reached after a maximum of 14 par-
ticipants (excluding the experts), which indicates that we caught
the main insights with the 22 participants that we recruited.

3.4 Results
In the following, we will outline the main themes that came out of
the analysis. The results cover the interview study as well as the
expert focus groups. For sake of ease, we will refer to the interview
study participants as “participants” and to the focus group partici-
pants as “experts”. For a discussion of the results, please refer to
the discussion section.

3.4.1 Reasons for Deletion
We identified 5 main reasons for why participants delete data. Ta-
ble 2 shows a frequency table of these themes split up by scenario,
as well as the number of participants who stated they to not delete
data in those two scenarios at all.

The data shows that deletion is much more frequent in the Email
scenario with storage limitation being one of the major reasons.
Participants also deleted emails because the data were no longer
needed (10 participants). For 6 participants, deletion was carried
out to keep a tidy inbox, and to avoid cognitive overload when
checking emails.

In the case of Social Media, participants’ main reason for deletion
was to remove data which they considered outdated and no longer
useful (mentioned by 6 participants), as well as potentially embar-
rassing content (mentioned by 4 participants and not mentioned at
all in the Email scenario). For example, Participant 1 recalled delet-
ing a few posts from a Social Media site because “they were old,
weird, embarrassing stuff I posted when I was 15”. This is in line
with reasons for deletion in social media as presented by Wang et
al. [16] (we cover all of them under this category).

The number of participants who did not delete their online data
differed in the two scenarios as well. While only 3 participants
stated they did not delete emails, 7 participants stated that they do
not delete social media data. For the Email scenario, essentially
unlimited storage was one of the reasons mentioned why online
data was not deleted, as stated by Participant 1: “I just archive
them [emails], in case I need them later on”. For the Social Media

Code General
Deletion

Email
Scenario

Social
Media

Scenario
Total

(Unique)

Components
involved
Servers 13 9 8 30 (15)
User Interface
(e.g.,trash bin)

10 7 2 19 (11)

Databases
(storage)

1 2 3 6 (3)

Internet 6 – – 6 (6)
Cloud 3 – 1 4 (3)
User Account – 1 2 3 (3)
Satellite 2 – – 2 (2)
Finality
Data is retained 10 8 4 22 (14)
Data is gone 6 3 9 18 (14)
Data remains
in other places
(e.g., recipient)

– 7 3 10 (10)

Only perma-
nently deleted
once deleted
from Trash

– 7 1 8 (7)

Deletion is not
entirely possi-
ble (permanent
traces remain,
data can be
recovered)

4 2 – 6 (5)

Privacy Con-
cerns Ex-
pressed
Don’t know if
data is really
gone from ev-
erywhere

– 3 10 13 (11)

Table 3: This table shows for each scenario, how many partic-
ipants mentioned the following components, finality of deleted
data, and whether they expressed privacy concerns regarding
deletion. Numbers do not add up to 22 because each partici-
pant can fall into several categories or none.

scenario, data was not deleted because many participants declared
to be passive users, therefore not having much of their own data
added to the social media platforms they used, as exemplified by
Participant 4: “I mostly look at others’ content, until now I have no
need for that [referring to deletion], I don’t have any information
there that should be deleted”.

3.4.2 Dimensions of Deletion
Participants mostly described deletion along two main dimensions:
components involved (e.g., server, “the cloud”), and finality of the
deletion process (e.g., the end state of the process). Table 3 shows
the frequency with which participants mentioned each of the com-
ponents involved, their understandings regarding the finality of the
deletion, and if they expressed privacy concerns regarding the dele-
tion process.

Ten participants in the general deletion scenario and 7 participants
in the Social Media scenario associated the process of deletion with
elements of the UI, using UI terminology (such as “trash can”) to
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Code Email
Scenario

Social Media
Scenario Total

Server/ Database/ Cloud/
Internet

13 18 31

With Recipient 11 3 14
Account 4 4 8
Device 4 3 7
No idea 2 1 3
Satellite 2 – 2

Table 4: This table shows how many participants thought data
was stored at each of these locations. Numbers do not add up
to 22 because each participant can fall into several categories
or none.

explain deletion. The general understanding of deletion at the front
end was that data is selected, a delete command is given (e.g., push-
ing a “delete” button), and then data is gone. We can see this dele-
tion process explained by Participant 4: “If I press delete, it’s gone,
not anymore inside, that’s what I understand.” Four participants’
view of online data deletion only included interactions which oc-
curred at the UI front end.

The rest of the participants (18) described a second part of the
deletion process which occurs in the back end. The major part of
these participants were most familiar with servers as components,
although they were not always clear on exactly what functions they
served, often using the terms “server” and “cloud” interchangeably
(please refer to Table 3 for the number of participants for each sce-
nario). Participants who were aware of the backend also mentioned
components such as databases (3 participants in the Social Media
scenario), and the internet (6 participants, for the general scenario).
In terms of the deletion process, these participants generally de-
scribed a server or cloud as a place through where data transits,
with data being stored on servers, the cloud or databases. Partici-
pant 6 describes this process: “So my data is on the server, I am on
the internet and I connect to the server and telling it to delete my
data. Then the server isn’t going to delete it completely. I think they
have a second server, and they transfer the data there, the ‘trash’
server, and I don’t know what will happen afterwards.”

Seven participants in the Email scenario and 3 in the Social Media
scenario mentioned that data remains in other places, such as with
the recipient, or on the provider’s server. Ten participants men-
tioned that data is retained (general scenario), and four participants
mentioned that deletion is not entirely possible (Email scenario), as
explained by Participant 10: “I think that no data is really deleted.”
Most privacy concerns were mentioned for the Social Media sce-
nario (10 participants). Also in the Social Media scenario, 9 partic-
ipants mentioned that data is just gone after deletion.

3.4.3 Data Storage
Across the different interview parts, participants mentioned data
storage before deletion as an essential part of the deletion process
as its complexity influences whether or not data will be gone (im-
mediately). The most common responses for both scenarios were
server, database, cloud or "the internet." As we can see in Table 4,
13 (Email) and 18 participants (Social Media) thought that data
was stored in these locations. Please note that participants often
used the terms “server” and “cloud” interchangeably, so in their
understanding they serve the same or similar purposes. Eleven par-
ticipants also mentioned that data could be stored with the recipient
in the Email scenario, but this was only mentioned by 3 participants

Code Email
Scenario

Social Media
Scenario Total

Backups for provider, be-
cause they can store every-
thing

3 11 14

Law enforcement 8 6 14
To learn about/profile
users for marketing
purposes

2 5 7

Data not stored indefi-
nitely, provider keeps data
for retention period

6 1 7

No idea/ no reason given 2 2 4
Data sold to 3rd parties – 3 3
Backups to help user re-
cover data

2 1 3

Deletion in the world wide
web isn’t possible

– 2 2

Table 5: This table shows how many participants thought that
data was stored for these reasons, in each of the scenarios.
Numbers do not add up to 22 because each participant can fall
into several categories or none.

in the Social Media scenario (please refer to Table 4). In both sce-
narios, participants referred to their accounts or their devices as
places where data can be located as well.

Participants also discussed reasons for data being stored at these
locations. As shown in Table 5, for the Email scenario, 6 partici-
pants noted that data is stored for a given retention period (the exact
duration of which could not be specified), but not indefinitely. In
the case of Social Media, this was not the case, with only 1 partic-
ipant mentioning that data was not stored indefinitely. In terms of
reasons why Email data was stored, law enforcement (e.g., as evi-
dence in a criminal case) was the most often mentioned reason (8
participants), such as stated by Participant 17: “[data is stored] un-
der certain circumstances like legal enforcement.” Backups were
another prominent reason why data was kept by the provider (3
participants). Only two participants mentioned that Email data was
retained to profile users, possibly for marketing purposes.

In the case of Social Media, as shown in Table 5, backups by the
service provider were the most commonly cited reason (given by 11
participants) explaining why providers keep data. The next most
commonly given reasons were law enforcement, mentioned by 6
participants, and 5 participants mentioned profiling users for mar-
keting purposes, as explained by participant 8: “I think they are
collecting all data. I don’t know where they store it, but they keep
it for sending commercials or something like that to your profile, to
see your habits and what you like.” In this scenario, two partici-
pants thought a consequence of this was that deletion in the world
wide web is not possible, and three participants thought that their
data was sold to third parties.

Although several participants in both scenarios mentioned data be-
ing kept by providers in the form of backups, only 2 participants in
the Email scenario and 1 participant in the Social Media scenario
thought that these backups were kept to help the user recover data
which was accidentally deleted. The other participants saw back-
ups as a part of business processes, and these backups were not
necessarily accessible by users.
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3.4.4 Automatic Deletion
As mentioned before, one part of the interview study was dedicated
to data expiration, i.e. automatic deletion of data. While expiration
was mentioned as a theme across the study, the results in this sec-
tion are mainly based on the expiration exercise.

We explored expiration by having participants consider how useful
it is to them that a specific service provider has their data, and how
this value evolves over time. It turned out that all participants had
major issues thinking about changes to this value over time, for all
4 different scenarios. The overwhelming majority of participants
thought that changes to this value were related to specific events
which were not time bound, for example canceling their account
with the service provider.

In some instances, participants could think about specific situations
in which it was no longer useful for them that the service provider
held their data. However, this did not necessarily mean the overall
end of its usefulness. Certain events were able to “revive” data and
increase its value again. For example, several participants thought
that it was always useful for websites from which they shop online
to have their address for delivery. In the short term, after a par-
ticular delivery is received, it was no longer as immediately useful
that the service provider has their address data. However, as par-
ticipants put up another order with those shops, it was once again
useful that the provider has their data. Therefore, as opposed to
our assumption, the value to users that service providers have their
data does not change in a linear fashion but comes in waves or short
bursts of usefulness because it is highly context-dependent.

3.4.5 Supportive Deletion Knowledge
Based on their detailed knowledge of online data deletion, experts
agreed on six major topics they thought would be beneficial for
users to know. “Beneficial" refers to the fact that experts thought
that knowing these things will help users to make appropriate de-
cisions that help them better maintain their data privacy. They did
not expect users to have such detailed knowledge. However, they
assumed that users would benefit from this knowledge. How users
could acquire this knowledge was not part of the discussion.

The six topics are:

Backend - This refers to knowing that something is happening be-
yond the interface. Data will be sent to different servers and will be
stored. There will also be copies of the data. This was considered
a crucial aspect for the understanding of online data deletion.

Time - Data is not immediately deleted after pressing the delete
button. Data may still rest somewhere, even though the users might
not be able to see it on their screen.

Backup - Identical data may exist in different places for data stor-
age and data security reasons. In addition, the same information
may be stored in different services except the service where it was
deleted. For example, travel information might be deleted from an
email account but could still be available in a calendar service.

Derived Information - If data is deleted, its essence might still ex-
ist. For instance, a user might have deleted a song from a playlist,
but the musical interest profile still has this information. Unlearn-
ing of derived information like this takes time and thus, deleting
data might not immediately change the corresponding profile.

Anonymization - In many cases, a first step of deletion is removing
the connection between the data item and the user. After this point,
the data might still exist for a while but cannot be related to the user
anymore.

What experts consider helpful
for users to know

Participants’ mentions
across all scenarios (N=22)

Backend 18
Time 16
Backup 7
Derived information 1
Anonymization 1
Shared Copy 7

Table 6: Concepts experts think users should know in order
to better understand deletion, and the number of participants
who are at least slightly aware of these.

Shared Copies - Experts added that users should know about shared
copies. Other users might have a copy of the data, e.g., a deleted
email. As one expert put it: “Better think before posting and re-
gretting it later.”

3.4.6 Expert and Participant Knowledge
In the last rounds of data analysis (e.g., during the workshop days),
this list was used to analyze overlap with what participants men-
tioned throughout the study. We counted an overlap if the partic-
ipant had mentioned the item at least once during the whole in-
terview (including the drawing tasks). Please note that degrees of
knowledge between participants varied significantly. Some partic-
ipants briefly or inaccurately touched one of the topics and did not
further elaborate - even when prompted to do so. However, we
wanted to learn, if participants are generally aware of the topics
experts mentioned. Thus, we did not differentiate whether partici-
pants thoroughly discussed these topics or only briefly mentioned
them.

In this analysis, we observed a huge discrepancy between the dif-
ferent topics experts consider helpful for users to know about dele-
tion. Most interview participants expressed awareness for two of
the topics: 18 out of 22 participants were aware that something is
happening in the Backend and 16 participants acknowledged that it
will take some time until data is finally deleted (see Table 6). How-
ever, only few participants brought up the topics of Backup (7/ 22),
Derived Information (1/ 22) and Anonymization (1/ 22). In the
Email and Social Media scenarios, only 7 participants mentioned
that other users might still hold a copy of the data they deleted.

3.4.7 Views and Understanding of Deletion
Overall, we found that participants differed in their view of on-
line data deletion across five parameters. The first two were com-
ponents involved in deletion, and the terminology used to refer to
them. The third was how these components interact, and the fourth
was whether a backend (anything beyond the UI) was identified.
Finally, their understanding of online data deletion was also differ-
ent in the duration of the deletion process.

It should be noted that these parameters are reflecting the complex-
ity of the participants’ views of deletion, and not their technical
accuracy. Thus, the following should not be interpreted as a quality
rating of the responses.

By analyzing participants’ responses across these parameters, we
identified two general distinct categories of understanding of dele-
tion3 as shown in Figure 3. The first category reflects a UI-centric
understanding of deletion. Therefore, we refer to it as the UI-Based

3During the iterative analysis process, we at first identified 4 cate-
gories that we then narrowed down to the 2 presented here.
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Expert Topics:

Backend Backend
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Backend
Time

Figure 3: Two categories of user understanding of online data
deletion: UI-Based and Backend-Aware. The second category
can be subdivided using the topic list of the expert focus group:
Backend, Time, Backup, Derived Information, Anonymization,
Shared Copy.

Figure 4: A UI-Based view of online data deletion, explaining
how email deletion works (Participant 4).

category. The 4 participants that fell into this category displayed an
understanding of deletion and a terminology completely based on
the UI components they were most familiar with, such as check-
boxes to select emails, and then pressing the delete button, so that
data ends up in the trash bin. Backend knowledge was not part of
this view. Consequently, participants in the UI-Based category de-
scribed the deletion process as being completed within seconds of
clicking the delete button. Figure 4 shows a sample diagram of the
UI-Based category.

The second category we identified was more complex. The 18 par-
ticipants that fell in this category identified more components in-
volved in the deletion process, particularly backend components
such as servers or the cloud. Therefore, we refer to this as the
Backend-Aware category. The components mentioned by the par-
ticipants also interact with each other, such as sending a delete com-
mand to a server from a device where the user is accessing their
email account. However, the terminology used to describe these
components was often inconsistent, with terms such as “cloud” and
“server” being used interchangeably. Since a backend to the dele-
tion process was identified, participants tended to understand the
deletion process as taking longer than a few seconds, even if the

exact duration of the process could not be identified. Please refer
to Figure 5 for two sample drawings of the Backend-Aware cate-
gory.

Participants that fell into this category distinguished between dele-
tion at the UI level as opposed to data being purged from back-
end. No participant mentioned the risk of data being stolen nor the
advantages of retention after deletion for recovery. However, this
advantage was mentioned for data in the trash.

Unsurprisingly, all experts fell into the Backend-Aware category
expressing varying degrees of knowledge about what exactly goes
on in the background. In general, experts’ knowledge around dele-
tion surpassed all interview participants’ knowledge by far.

While the understandings and drawings categorized as the UI-Based
category were rather homogeneous, this was not the case for the
Backend-Aware category. Since all topics mentioned by the ex-
perts fall into this more complex view, we used those six topics to
further divide this category into three sub-categories, based on how
many of these dimensions were included.

Two participants had a view which only included “backend” (see
Figure 3). Nine participants fell into the next sub-category, which
includes both concepts of a backend and time. Seven participants
fell into the more complex sub-category, which includes both a
backend, time, and at least one of the other dimensions. Of all
the participants, only one mentioned all the dimensions, and was
the only one to include the more complex concepts of derived in-
formation and anonymization.

4. DISCUSSION
Our study results revealed a plethora of reasons, views and un-
derstanding, and needs when it comes to online data deletion. In
this section, we will provide some lessons learned and implications
based on these results. Please note that while the results are based
on two specific use cases (plus two for expiration), our recommen-
dations go beyond these two instances.

4.1 No One-Size-Fits-All Solution
As mentioned before, we used email and social media as scenarios
because we hypothesized that they represent different ends of the
deletion spectrum (i.e., different types of data generated in differ-
ent ways). Our results show that this assumption held true. Under-
standing as well as views and needs for the two scenarios differed
to a great extent. For instance, reasons for deletion had little to no
overlap and were highly service-dependent.

This shows that there is likely no one-size-fits-all solution when it
comes to deletion strategies (from both a UI and technological point
of view) which means that these individual differences need to be
taken into account when designing deletion for a specific online
service. For instance, understanding of (what happens during and
after) deletion depends to a great extent on how a service handles
its data and deletion should be reflective of this.

4.2 No Generalization of Data Deletion Needs

Related to this, we observed a great number of reasons to delete
data, including privacy issues. The most prominent one (and also
the only one consistent across the two scenarios) was getting rid
of old or outdated data that is not needed anymore. Another inter-
esting reason, which is related to the value of data, is deletion to
tidy (or clean) an account. Participants mentioned that certain data
would pollute their accounts and they wanted to get rid of this data.
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(a)

(b)

Figure 5: The differing complexity of the Backend-Aware cat-
egories can be seen by comparing diagrams (a) and (b), drawn
by Participants 10 and 11, respectively.

Whether data is still needed is decided on a highly individual level
depending on different factors such as context, service, and useful-
ness, and it cannot be generalized. Even within a participant, no
consistent reasons for deleting data across services (or cases) could
be identified as they decide these issues on a case-to-case base.

Similar to the previous insight (no one-size-fits-all solution), a ma-
jor consequence of this is that we cannot generalize user needs of
online data deletion across services. For instance, while providing
unlimited storage space can make many cases of deletion unneces-
sary in the email space, this does not translate to social networks in
which publicness and embarrassment are much bigger factors.

4.3 Communicating Deletion
The study results showed that certain concepts related to online
data deletion were highly present in the participants’ view of dele-
tion even though they were not necessarily correctly used from a
technical point of view.

Terms and functionality related to different components in the back-
end (or the backend in general) were mentioned by the majority of
participants. In many cases, they referred to them as the reason
for increased data retention periods, i.e., the fact that data is not
deleted immediately. The participants that connected these tech-
nical constraints with data retention were also more likely to find
it acceptable or understandable as opposed to the participants who
thought that data was solely retained for business purposes.

Other concepts were harder to understand and thus seldom part of
their mindsets. One example is anonymization, which was only
mentioned once.

A consequence of this is that communicating (and explaining) on-
line data deletion using these more common concepts has the po-
tential to positively affect users’ attitude towards technological con-
straints of deletion. As an example, based on this, a promising di-
rection for explaining retention periods might be to built it around
technical complexity of removing it from servers, backup servers,
and the like.

4.4 Deletion in the UI
Related to the previous section on communicating deletion, we
think that our results can have direct influence on how deletion user
interfaces are designed.

For instance, a common practice for services with a trash folder is
to highlight that fact in the deletion dialogue (e.g., along the lines of
“This file has been moved to the trash.”). Similar to this, one could
imagine that when deleting a file for good by removing it from
the trash, the following procedure could be teased, again, based on
parts of the process that users understand (e.g., “This file will now
be deleted from our servers” to indicate technical complexity).

That said, we do not have data to judge how this should look like
exactly and thus argue that this would have to be evaluated in fur-
ther studies, especially with a focus on how upfront such messages
would have to be to provide the best effect.

4.5 Control of Expiration
Expiration is a special use case of deletion: automatic deletion after
a certain time. We worked based on the assumption that expiration
for data could be represented on a timeline together with certain
events that mark the end of its usefulness to a user.

However, the study results showed that this did not hold true for
any of the scenarios. While there are single instances (or single par-
ticipants) that could identify such an event, it was highly context-
dependent. In addition, for each data item (and scenario), partic-
ipants could identify events or situations which would give new
value to information that was previously marked as useless.

This indicates that enforcing specific expiration periods on undeleted
user data is likely to create situations in which useful (or wanted)
data is not available anymore. A potential consequence of this
would be a reduction in service quality from a user’s point of view.

Participants indicated that control, especially self-selected expi-
ration conditions, would be a better way to approach this issue.
One participant proposed the following approach for email dele-
tion: “You could have a folder which allows you to set an expi-
ration date for items in this folder. Like when I move an email in
there, it could be automatically deleted after 30 days or whatever
amount I decide.”

This type of control mechanism highlights another result of this re-
search: users can relate even abstract concepts very well to the UI.
Therefore, we can leverage this to communicate with users through
well-known concepts and metaphors, such as the “trash can”.

Summed up, this means that, instead of automatic (default) data
expiration, allowing control over how data expiration is handled on
an individual level is a more promising direction. This would also
give users more control over their data (preferences).
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4.6 Shared/Implicit Copies Not Well Under-
stood
Participants understood the concept of shared copies for emails
rather well. It is easy to comprehend that when you send out an
email, a copy of it will exist with the recipients. As a consequence,
they pay more attention to what they write due to the fact that con-
trol about the data will be lost [6].

As opposed to this, for social networks, this problem was not well
understood, despite it being similarly likely as shown by related
work on Twitter and Facebook [1]. For instance, only 3 out of 22
participants mentioned that data might be stored with a recipient
(or the like). Thus, the idea of (not necessarily verbatim) copies
based on retweets and other ways of interacting with a post seems
to be less graspable. This is even worse as implicit copies can be
a challenge to the user privacy as the user loses control over the
content but might not even be aware of the existence of the copies.

While our data provides further insights into this being an issue
that potentially affects user privacy, we do not have data to make
recommendations on how to mitigate this risk. However, we argue
that this is an important topic for the research community to study
and want to highlight its necessity.

5. LIMITATIONS
The main limitation of this work is the limited sample size of the
interview study. While we made sure to recruit participants from
a wide spectrum of society, the data should not be interpreted as
generalizable to the whole (internet) population but rather as trends.
That said, we are confident that we cover the most relevant themes,
which is supported by the fact that we reached saturation of themes
after (max) 14 participants.

Furthermore, despite carefully selecting the scenarios to cover a
wide range, the results are limited to the two tested contexts (plus
two for expiration). As mentioned in the discussion, results might
have been different had we tested other services (e.g., cloud stor-
age), and thus, recommendations in this paper should be handled
with care in these contexts. Since the selected scenarios cover dif-
ferent ends of the deletion spectrum, we argue that the major in-
sights of this work are still (partially) applicable to online deletion
overall.

6. CONCLUSION
In the present work, we explored users’ understanding of online
data deletion which is essential to maintaining user privacy and
protecting their data. We identified two main views on how dele-
tion works: UI-Based and Backend-Aware. We found that a large
majority of participants were aware of a backend to the deletion
process. Although participants’ understanding of the backend pro-
cesses of deletion varied in their complexity, explanations of online
data deletion can build off of this understanding to explain the tech-
nical constraints of deletion in conceptual terms. Our results indi-
cate that doing so could also have the potential to positively affect
users’ attitudes toward these constraints and be more accepting of
certain retention periods.

Our results also provide insights into expiration preferences. We
found that participants considered the usefulness of their online
data to be very context-dependent, as opposed to time bound. Con-
sequently, participants did not envision their online data having an
expiration date that could be set on a chronological scale. Partic-
ipants therefore favored control over the expiration of their data,
such as moving data to a specific folder where they can manually
set expiration dates.

A challenge raised by this work relates to user understanding of
shared copies of online data for services where it is not well un-
derstood and can be problematic in terms of privacy. While the
concept of a shared copy is clear for email (i.e., the recipient has a
copy), it is not so clear in the social media contexts, where differ-
ent ways of interacting with the data could lead to different copies
(e.g., re-posts) or traces of it (e.g., comments referencing a post).
Future work should explore these understandings, and how to best
communicate to users this concept of shared copies in complex set-
tings.
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APPENDIX
The following two sections list the study instruments used for the
deletion scenarios and the expiration exercise. Please note that: a)
They have been slightly adapted (e.g., the scenarios script actually
consists of 3 parts that we merged for the appendix); b) They are
listed out of context.

A. DELETION SCENARIOS SCRIPT

1. Do you sometimes delete [emails/tweets/posts]?

(a) If yes: Why?

(b) If no: Why not?

2. Now let’s imagine you just deleted an [email/tweet/post]. Please
draw what happens after you press the “Delete” button.
(instruction: hand participant pen and paper)

3. You just named a few things that occur when you delete an
[email/tweet/post]. Please write them down as a list in the
order in which they occur. Use “Press the delete button” as
the first item on your list.

4. Imagine that you pressed the delete button now. When would
the last item on your list take place?

5. After this last point on the list, is it possible for you to recover
the deleted [email/tweet/post]?

(a) If yes: Why?
(b) If no: Why not?

6. Is it possible for the [service provider] to recover the deleted
[email/tweet/post]?

(a) If yes: Why? For what purpose is the data stored?
(b) If no: Why not?

B. EXPIRATION GRAPH SCRIPT

1. Here is a card with an online context, and a type of personal
data associated with that context written on it.
(instruction: hand participant one of the cards in counterbal-
anced order)

2. Here is a screenshot of what this online context would look
like.
(instruction: hand participant screenshot, read description)

3. On a scale from 1-5, with 1 being the least sensitive and 5
being the most sensitive, how sensitive is this type of data to
you? Please write your rating on the card.

4. Now we will be referring to this graph.
(instruction: hand participant the expiration graph)

5. On the horizontal axis, please add different events which can
occur in this scenario that could have an influence on the use-
fulness of this data. Usefulness refers to how useful it is for
you that the service provider has this data.

6. The usefulness might change over time. Let me give you an
example: It is most useful for your dentist to know the time of
your appointment before it happens, and still quite useful on
the day of the appointment. After the day of the appointment,
it is perhaps less useful that your dentist has this information.

7. After the point when this data is no longer useful to you, what
should happen to it, if anything?
(instruction: if participant added an event with a usefulness
rating of 0/1, refer to that point)
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