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Aging on modern SSDs

* Use an enterprise-grade NVMe drive
e Age through random writes (~100 TB/day)
* Measure read-only /O

Total data written (PB)
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Aging on modern SSDs

* Use an enterprise-grade NVMe drive
e Age through random writes (~100 TB/day)
* Measure read-only /O

>
e
P

A Sequential read |, 4.3%/PB written
e Randomread |, 4.2%/PB written

Read throughput (MB/s)
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Total data written (PB)



The current storage abstraction

* Logical capacity is fixed:
* Assume physical capacity does not change
e Expect a fail-stop behavior

e Built around traditional HDDs Logical

Partition

* Not accurate for SSDs:
* Physical capacity naturally reduces Physical
* Bad blocks accumulate Storage
* Flash memory blocks fail partially

¢ Juwon Kim et al, “IPLFS: Log-Structured File System without Garbage Collection”, ATC 2022




Tax from the fixed-capacity abstraction

L

Time

Wear leveling & OP are required e Maintain an illusion of a fixed-capacity device

The fixed logical capacity
+
The decreased physical capacity

Performance

* HaryadiS. Gunawi et al, “Fail-Slow at Scale: Evidence of Hardware Performance Faults in Large Production Systems”, FAST 2018



Tax from the fixed-capacity abstraction

L

Time

Wear leveling & OP are required e Maintain an illusion of a fixed-capacity device

Complicated error-handling

The fixed logical capacity
+
The decreased physical capacity

1
Performance

e Manifest the fail-slow symptom

(ECC, data re-read, redundancy...)

* Haryadi S. Gunawi et al, “Fail-Slow at Scale: Evidence of Hardware Performance Faults in Large Production Systems”, FAST 2018



Tax from the fixed-capacity abstraction

L

Time

Wear leveling & OP are required e Maintain an illusion of a fixed-capacity device

The fixed logical capacity
+
The decreased physical capacity

1
Performance

Complicated error-handling
(ECC, data re-read, redundancy...)

Lifetime ends early * When exported capacity can’t be maintained

* Haryadi S. Gunawi et al, “Fail-Slow at Scale: Evidence of Hardware Performance Faults in Large Production Systems”, FAST 2018

e Manifest the fail-slow symptom




The trends in SSD reliability
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Design principles

* The fixed-capacity storage system

* Trade performance & reliability for
capacity

A
Performance

&
>
Reliability

Capacity

* Haryadi S. Gunawi et al, “Fail-Slow at Scale: Evidence of Hardware Performance Faults in Large Production Systems”, FAST 2018

* B. Kim et al, “Design Tradeoffs for SSD Reliability”, FAST 2019

* The capacity-variant storage system
* Trade capacity for performance &

reliability

A

Capacity

A
Performance

v

ReHabﬁHy
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CVSS overview

CV-Management

CV-Manager Device Capacity File System
Management Management Management
ioctl User-level
y Kernel-level
«—— | Elastic Address Space
Meta | Hot | Warm | Cold Unallocated
cV-Fs { NvMe-cL1 || Data Node | Node | Node |«—Dynamic—
Log Address Discard/Trim
Cleaning Remapping Scheduler
cel e ______]Blokyointerface ________
] + Device-level
FTL Interface
Block Wear Life cycle
Management Focusing Management
CV-SSD | \ 7
. Flash Blocks —
Middle .
Young ¢ J Aged Retired




CVSS overview

CV-FS 1

«—— 1 Elastic Address Space
Meta | Hot | Warm | Cold Unallocated
NVMe-CLI Data Node Node Node <—Dynamic—>
Log Address Discard/Trim
Cleaning Remapping Scheduler

Block I/O Interface

Kernel-level

v Tune logical capacity dynamically
v Manage user data to avoid loss
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CVSS overview

CV-SSD |

************ \  Device-level
FTL Interface
Block Wear Life cycle
Management Focusing Management
{ ]
S~ Flash Blocks —
Middle .
Young ¢ J Aged Retired

| v Exclude aged blocks earlier
v Mitigate fail-slow symptoms
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CVS_S overview_

CV-Manager

CV-Management

Device Capacity File System
Management Management Management
N ioctl

User-level

V' Provide host interfaces
| v/ Orchestrate CV-FS and CV-SSD
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* Evaluation

* Summary



Capacity-variant FS

e Log-structured file system (e.g., f2fs)
* Perform well on modern flash storage devices

 Elastic address space

< Elastic Address Space > 1
Super|Check Point [Block Bitmap| File Index |Reverse Table| €<——— Main Area (dynamic) ———>
Block]  (CP) (SIT) (NAT) (SSA)

\4 \4 v v v v
Hot/\Warm/Cold Hot/WWarm/Cold

Node logs Data logs



Capacity-variant FS

* Requirements for logical capacity adjustment

1. Avoid data loss and maintain consistency

< Elastic Address Space > 1
Super| Check Point [Block Bitmap| File Index |Reverse Table| €—— — Main Area (dynamic) ——>
Block| ~ (CP) (SIT) (NAT) (SSA)

\

\4

\4

Hot/\Warm/Cold

Node logs

v

v

\

Hot/WWarm/Cold

Data logs

17



Capacity-variant FS

* Requirements for logical capacity adjustment
1. Avoid data loss and maintain consistency
2. Online, fine-grained adjustment

| < Elastic Address Space > :

Super| Check Point [Block Bitmap| File Index |Reverse Table| <—— —__Main Area (dynamic) ———>

Block|  (CP) (SIT) (NAT) (SSA)

v v v v v v
Hot/\Warm/Cold Hot/WWarm/Cold

Node logs Data logs
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Capacity-variant FS

* Requirements for logical capacity adjustment
1. Avoid data loss and maintain consistency
2. Online, fine-grained adjustment
3. Overall low overhead

L < Elastic Address Space > :

Super|Check Point [Block Bitmap| File Index |Reverse Table| € Main Area (dynamic) >

Block| (CP) (SIT) (NAT) (SSA)

v v v v v v
Hot/\Warm/Cold Hot/WWarm/Cold

Node logs Data logs
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Elastic logical capacity

What are some potential approaches and

tradeoffs?

o
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File system designs for capacity variance

File system SSD
"inode LBA PPA
— FTL
0
1
 C ey 2
Data block 3
indices 4
5

Non-contiguous
address space

Elastic
Capacity
S
[ ]

(a) Non-contiguous address space

V' Incur lowest upfront cost
X Fragment address space
X Increase LFSs cleaning overhead

21



File system designs for capacity variance

File system SSD File system SSD
inode LBA PPA inode LBA PPA
_Inode FTL FTL
0 0
1 7 X |1
D?ﬁiii?k 3 Data block \\ 3
4 indices o b 4
N 5 Data 4 K 5
Non-contiguous . Relocation B ‘ / .
address space [ . e
Eopas ., SN A
Elastic O NN Elastic
NN Capacity NN Capacity
3 B

(b) Data relocation

X Exert additional write on the SSD
X Stall user requests



File system designs for capacity variance

File system SSD File system SSD File system . SSD
inode LBA PPA inode LBA PPA inode LBA PPA
FTL FTL FTL
0 0 0
1 1 X |1 1
D?rtmzigcla?k 3 Data block % 3 [ Data block X 3
4 indices o b 4 indices o / 4
N 5 Data 4 B 5 Address e X 5
Non-contiguous . Relocation B | / . remapping /
address space N . . ,/\\ e \,'\ 5
1T \ - 03—\ \\ N
Elastic o DN Elastic NN Elastic
DO Capacity NN Capacity ~ NN Capacity
: 3 ] s |

(c) Address remapping

? Require a special SSD command
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Interface changes for capacity variance

 Remap (dstLPN, srcLPN, dstlLength,

srcLength)

e Associate data from srcLPN +
srcLength - 1 to dstLPN

 dstLength is optionally used to
ensure 1/0 alignment.

Remap(dstLPN, srcLPN,

G dstLength, srcLength)
¢ Move LPN L5 to L3 attime t
Cv-FS | + ____________________
ReadTertel Trlml lRemap:i L2P mapping

Host Device Driver

{

SSD internals
Host Interface (e.g., NVMe)

Flash Translation Layer
Address Remapping:

Garbage Collection | DRAM

Error Management |

_______

INAND Flash Memory [NVRAM|

'L5 'P6 -> nuII' L3 |null -> P6

_____________

peN ([ . | P1
ooB || .. L1, t1

PpeN | . [ Pa | P6

OOB || .. |L4, to|L512

Flash'superblocks

(€7 9d ‘1) Anu3g

P2L mapping
<« !
NVRAM CV.SSD;

________________________________________

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021



Interface changes for capacity variance

Remap(dstLPN, srcLPN,

* Remap (L3, L5, 1, 1): CV—Mznager dstLength, srcLength)
1. Issued by CV-FS s Move LPN Lito L3 attime t
ReadTWritel Triml ﬁlRemap,é L2P mapping
Host Device Driver 'L5 PG -> nU—'ﬂ L3 |nu|| > P6
SSD internals v | PPN .. [ P
Host Interface (e.g., NVMe) | |+ [ OOB || .. [L1,t1
Flash Translation Layer ' | PPN || .. | P4 | P6 L
Address Remapping : ' | ooB .. |L4,10 L5,1§ 3
Garbage Collection EDRAME . =
: 1R Flash superblocks S
Error Management | ' l -
"""" P2L mapping w
[NAND Flash Memory [NVRAM] | ! NVRAM CV-SSD.

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021



Interface changes for capacity variance

Remap(dstLPN, srcLPN,

* Remap (L3, L5, 1, 1): CV—Mznager dstLength, srcLength)
Move LPN L5 to L3 attime t

1. Issued by CV-FS cvFs ] v

2. Access L2P mapping: L5 = P6 ReadTWritel Triml alRemap{ e — \
Host Device Driver ELSE-I;E—S—'; nU—'ﬂ L3 |nu|| > P6
SSD internals v | PPN .. [ P
Host Interface (e.g., NVMe) | |+ [ OOB || .. [L1,t1

Flash Translation Layer ' | PPN || .. | P4 | P6 L

Address Remapping : ' | ooB .. |L4,10 L5,1§ 3

Garbage Collection EDRAME . =

: 1R Flash superblocks S

Error Management | ' l -

"""" P2L mapping w
[NAND Flash Memory [NVRAM] | ! NVRAM CV-SSD.

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021



Interface changes for capacity variance

 Remap (L3, L5, 1, 1):
1. Issued by CV-FS
2. Access L2P mapping: L5 - P6
3. Check OOB of P6: validation

Remap(dstLPN, srcLPN,

o EaEger dstLength, srcLength)
¢ Move LPN L5 to L3 attime t
CVvV-FrS + ____________________
ReadTWritel Triml ﬁlRemap,é L2P mapping
Host Dev¢ice Driver '." ;L5§E€—> nu—_II—j L3 |nu|| > P6
SSD internals v | PPN .. [ P
Host Interface (e.g., NVMe) | |+ [ OOB || .. [L1,t1
Flash Translation Layer ' | PPN || .. | P4 | P6 9 L
Address Remapping : ' | ooB .. |L4,10 L5,1§ 3
Garbage Collection EDRAME . =
: 1R Flash superblocks S
Error Management | I .
"""" P2L mapping w

INAND Flash Memory [NVRAM|

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021
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Interface changes for capacity variance

 Remap (L3, L5, 1, 1):
1. Issued by CV-FS
2. Access L2P mapping: L5 = P6
3. Check OOB of P6: validation
4. Update L2P mapping: L3 = P6

Remap(dstLPN, srcLPN,

o EaEger dstLength, srcLength)
¢ Move LPN L5 to L3 attime t
CVvV-FrS + ____________________
ReadTWritel Triml ﬁlRemap,é L2P mapping @)
Host Dev¢ice Driver '." ;L5§E€—> nu—_II—j L3 |nu|| > P6
SSD internals + | PPN P1
Host Interface (e.g., NVMe) | | 1 | OOB L1, t1| ...

Flash Translation Layer . | PPN P4 | P6 9 it
Address Remapping : ' | ooB L4, tO L5,1§ 3
Garbage Collection EDRAME . =

: 1R Flash superblocks S
Error Management | I .
"""" P2L mapping w

INAND Flash Memory [NVRAM|

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021
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Interface changes for capacity variance

e Remap (L3, L5, 1, 1):

1.

ook N

Issued by CV-FS

Access L2P mapping: L5 -2 P6
Check OOB of P6: validation
Update L2P mapping: L3 = P6
Update P2L mapping: P6 = L3

CV-Manager

{

CV-FS

ReadTWritel Triml 0lRema

.

Host Device Driver

{

-
-

Remap(dstLPN, srcLPN,
dstLength, srcLength)

Move LPN L5 to L3 at time t

................. \ 2

L2P mapping (4]

EL5 P6 -> nuII* L3 |nu|| -> P6

L | _._..1

SSD internals v [ PPN || .. | P1
Host Interface (e.g., NVMe) | |+ [ OOB || .. [L1,t1

Flash Translation Layer + | PPN P4 | P6 9 L
Address Remapping : . | OOB .. |L4, to|L5 12 3
Garbage Collection EDRAME . =
; 1R Flash superblocks >

Error Management |: o] -
e P2L mapping o W

INAND Flash Memory [NVRAM|

NVRAM CV-SSD

* You Zhou et al, “Remap-SSD: Safely and Efficiently Exploiting SSD Address Remapping to Eliminate Duplicate Writes”, FAST 2021
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Capacity-variant SSD

* Goal:
* Maintain performance even when aged
* Allow user-defined performance
* Achieve a better capacity-performance-reliability (CPR) tradeoff

N
Vv Performance

* Approaches:
* Block management

* Wear focusing v

Relia bi'lity

* Life cycle management p

Capacity



Block management

* Define blocks based on the aging states:

* Young blocks: RBER <= ECC strength - Performant
» Middle-aged blocks: ECC strength < RBER < Threshold - Meet expectation

* Retired blocks: RBER >= Threshold and Erase count > Endurance - Fall below expectation

Retired A

N ---Threshold
resho Wear,

Middle aged retention,
Erase resets disturbance
transient errorsg """"""""" ---ECC strength

Raw bit error rate



Wear focusing

* Focus the wear on a small amount of blocks
* Keep most in-used blocks at peak performance

* Exclude underperforming and aged blocks

Young

Middle
aged

high RBER

SSD
Die O Die 1 Die 2
Block O Block 4 Block 8
Block 1 Block 5 Block 9
Block 2 Block 6 Block 10
Block 3 Block 7 Block 11

SSD
Die O Die 1 Die 2
Block O Block 8
Block 1 Block 5
Block 6 Block 10
Block 11

(1) Ideal wear leveling

(2) Not performing wear leveling

SSD
Die O Die 1 Die 2
Block O | Block 4
(3) Wear focusing

32



Wear focusing

* Avoid wear leveling overhead:
* Static/Dynamic: affect WAF
e Effective under limited scenarios

—  “Wear leveling is not perfect”

* Stathis Maneas et al, “Operational Characteristics of SSDs in Enterprise Storage Systems: A Large-Scale Field Study”, FAST 2022
» Ziyang Jiao et al, “Wear Leveling in SSDs Considered Harmful”, HotStorage 2022



Wear focusing

* Avoid wear leveling overhead:

>

Distribution

?

* Static/Dynamic: affect WAF
e Effective under limited scenarios

—  “Wear leveling is not perfect”

Young Aged

>

(a) Without WL

Distribution

A

1
\J

A

1

3

Distribution

A

1

1

1
---d

1

AW

(b) Moderate WL

(c) Aggressive WL

Distribution

1
1
1
- -2 : - -2
[
1
L
(d) Incorrect WL

* Stathis Maneas et al, “Operational Characteristics of SSDs in Enterprise Storage Systems: A Large-Scale Field Study”, FAST 2022
» Ziyang Jiao et al, “Wear Leveling in SSDs Considered Harmful”, HotStorage 2022

Distribution

(e) Ideal WL
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Wear focusing

* Avoid wear leveling overhead:

* Static/Dynamic: affect WAF

e Effective under limited scenarios

—  “Wear leveling is not perfect”

>

Young Aged

Distribution

?

(a) Without WL

\4

Distribution

A

Distribution

A

1
1
1
- - 3
1

/:’/\X

(b) Moderate WL

(c) Aggressive WL

Distribution

>

1
1
\J

A

.
o

(d) Incorrect WL

* Stathis Maneas et al, “Operational Characteristics of SSDs in Enterprise Storage Systems: A Large-Scale Field Study”, FAST 2022
» Ziyang Jiao et al, “Wear Leveling in SSDs Considered Harmful”, HotStorage 2022

Distribution

(e) Ideal WL
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Life cycle management

* Four scenarios when considering data characteristics:
1. Read-intensive data + young blocks
2.  Write-intensive data + young blocks
3. Read-intensive data + middle-aged blocks
4. Write-intensive data + middle-aged blocks

(1 @ ©

Page with
hot data



Life cycle management

* Four scenarios when considering data characteristics:

2. Write-intensive data + young blocks = X leveling wear
3. Read-intensive data + middle-aged blocks = X error correction

Middle
aged

Page with
hot data

o

v performance

12/ ©

X wear focusing X performance

Page 0

Page 1

Page 2

Page 3

v/ wear focusing
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Life cycle management

* Write-intensive data + young blocks =2 X leveling wear
 Allocation policy:
* Young blocks for GC
* Middle-aged blocks for the host

Update (A")
e

Allocate middle-aged
blocks for host writes

38



Life cycle management

* Write-intensive data + young blocks =2 X leveling wear
 Allocation policy:

Update (A")

A
Allocate middle-aged
blocks for host writes

* Young blocks for GC
* Middle-aged blocks for the host

* Read-intensive data + middle-aged blocks = X error correction
* Garbage collection policy:

* Victim score = W ipyaiiairy - invalid ratio
+ Wging - aging ratio
+ W, oqq - Tead ratio

GC victim selection

—>

Allocate young
blocks for GC writes

] , ) # of invalid pages , ] erase count
invalid ratio = , aging ratio =
# of toal pages endurance
# of host read

read ratio =

maximum host read among unretired blocks 39



Outline

e Fvaluation

* Summary



Evaluation setup

* Host environment
* CPU: Intel(R) Xeon(R) Silver 4208 CPU @ 2.10GHz * 32
* Memory: Samsung 64GB DDR4 RAM * 16
e SSD: Intel DC P4510 1.6TiB
e OS: Ubuntu 20.04.5 LTS (Focal Fossa)

Channels

Luns per channel

* Target configurations
e TrSS: F2FS + traditional SSD
* AutoStream: place data based on access pattern

Planes per lun

Blocks per plane

* ttFlash: reduce latency with data reconstruction Pages per block
* CVSS: our solution Page size
 Workloads Endurance

* FIO, Filebench, Twitter traces, and YCSB

Juncheng Yang et al, “A Large Scale Analysis of Hundreds of In-memory Cache Clusters at Twitter”, OSDI 2020

Jingpei Yang et al, “AutoStream: Automatic Stream Management for Multi-streamed SSDs”, SYSTOR 2017

Shigin Yan et al, “Tiny-tail flash: Near-perfect Elimination of Garbage Collection Tail Latencies in NAND SSDs”, FAST 2017

Fu-Hsin Chen et al, “PWL: A Progressive Wear Leveling to Minimize Data Migration Overheads for NAND Flash Devices”, DATE 2015

8

8

1

512

1024

4 KiB

300

Physical capacity
Logical capacity
Program latency
Read latency
Erase latency
Wear leveling

ECC strength

FEMU configurations (Tr/CV-SSD)

128 GiB
120 GiB
500 pus
50 us

5 ms
PWL

50 bits

41



Evaluation overview

1. Can CVSS maintain performance while the underlying device ages?

2. How does CVSS perform compared to other techniques under real

workloads?

3. Can CVSS extend the device lifetime given different performance

requirements?
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Synthetic workloads (FIO)

* Device utilization: 30%

* FIO read/write ratio: 0.5/0.5

* Measure until the performance drops below 50%

CVnormal . CVdegraded —

1.00-%‘...,.,__-4-“.' n...._;:. T 100&%

7?}’0&}{ % . _80 %/

0.754 = &% s S

Y T 160§

0.50- Lt A O

»CVSS . 0 >

0.257  -"e TrsS 20 9

0.00 - - Capacl:ity:redeced 0 §
0 10 20 30

TBW (TB)

Zipfian workloads

CVnormal . CVdegraded
e i xomt 1005
*-"}"5""‘”-?'-?-"'.“"? 9
"y e 180 3
B e T S
= : i— [®0 @
£ m.CVSS 40 >
50.254 --® TrSS : X0 g
= --' -- Capacityreduced Q
0.00 . — : 0 &

0 10 20 30
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Random workloads
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Synthetic workloads (FIO)

e Device utilization: 30%
* FIO read/write ratio: 0.5/0.5

* Measure until the performance drops below 50%

CVnormal . CVde graded

N

A OO 00O =
o O O O
o

ty reduced(GB

Trade capacity
for performance

TBW (TB)
Zipfian workloads

CVnormal . CVde graded

P4

»

A OO 0O =
o O O O
o

Capacity reduced(GB)

0 1 ‘
0.504 ' : Remme
0-6’(,-. .CVSS |
0'25_ -0 TFSS !
-=' -- Capacity:reduced
.00 - T P T y' T
0 10 20 30

TBW (TB)

Random workloads

o N
o
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Synthetic workloads (FIO)

e Device utilization: 30%
* FIO read/write ratio: 0.5/0.5

* Measure until the performance drops below 50%

) CVnormal . CVde:qraded . ) CVnormal CVdeiqraded/\ . TrSS(WLtriggered)
1. 00 it agtepansms Vi o 0g i -100 . , -100{9 @ 37 [ TrSS(overall)
o ¥ o il < 5 iy " — + N
] 50 e [ . 80 7 = CVSS
é O ) : oy 60 S 3 2- A
5 £0.501 5 6/- | — o N )
> ' mCVSS : 40 .Ef © 1_
o £0.251 .. Trss 120 © £
Trade capacity 004~ Capacity:reduced | &8 S
0 0 0 for performance 0 10 20 30 0-
y TBW (TB)
TBW (TB)

Zipfian workloads Random workloads Average write throughput
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Twitter traces

e Key-value traces from Twitter production

* 36.7 GB key-value pairs + RocksDB
* Up to 65 GB during running due to RocksDB’s space amplification

* Juncheng Yang et al, “A Large Scale Analysis of Hundreds of In-memory Cache Clusters at Twitter”, OSDI 2020



Twitter traces

e Key-value traces from Twitter production

* 36.7 GB key-value pairs + RocksDB
* Up to 65 GB during running due to RocksDB’s space amplification

4007 mm Trss
0 300+ AutoStream
o ttFlash
O© 200+

~100-

Trace03 Trace04 Trace06 Tracel5 Trace31 Trace33 Trace38 Trace50 Average
Workloads

47
* Juncheng Yang et al, “A Large Scale Analysis of Hundreds of In-memory Cache Clusters at Twitter”, OSDI 2020



Twitter traces

e Key-value traces from Twitter production

* 36.7 GB key-value pairs + RocksDB
* Up to 65 GB during running due to RocksDB’s space amplification

A single Get() can cause multiple physical reads:
400 B TrSS all files in level 0 and one file from each of the other levels.

AN
SoNm IR
|

Trace03 Trace04 Trace06 Tracel5 Trace31 Trace33 Trace38 Trace50 Average
Workloads

vy 300+ AutoStream ot
a ttFlash )
O 200+

N
] Q.)

~100-

48
* Juncheng Yang et al, “A Large Scale Analysis of Hundreds of In-memory Cache Clusters at Twitter”, OSDI 2020



Lifetime extension

* TBW before the device performance drops below 0.8,

 ttFlash introduces additional write overhead coming f

CVSS: accommodate more

0.6, 0.4, and O of the initial state
rom RAIN

host writes

with different requirements

=40 = 40- / - =40
N =hi : Ere sy, g ]
£ 3048 AutoStream F 301m Autona-E:a’m F 30
g 8.0l -7 g
= 201 = 207 = 20+
= = 2
+ 10+ 2 10 + 10+
o] o | o
T T T
0.8 0.6 0.4 0.0 0.8 0.6 0.4 0.0

Performance requirements Performance requirements

(a) Zipfian (30% utilization) (b) Zipfian (70% utilization) (c)

N
?

M CVSS = M Cvss

1 TrSS @ & Trss

E AutoStream £ 301 @ AutoStream
(%]
£ 20-
z
+ 10+
@)
I 0-

0.8 06 0.4 0.0 0.8 0.6 0.4 0.0

Performance requirements Performance requirements

Random (30% utilization)  (d) Random (70% utilization)
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Lifetime extension

 TBW before the device performance drops below 0.8, 0.6, 0.4, and O of the initial state

 ttFlash introduces additional write overhead coming from RAIN

TrSS: most time device experiences
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 ttFlash introduces additional write overhead coming from RAIN

CVSS: accommodate more host writes AutoStream: higher WL

TrSS: most tim Vi xperien : - i
SS: mos e device experiences with different requirements

low-performance overhead towards the end

< 407m cvss < 407w cvss / “m < 407m cvss <407 m cvss \
2 ]El rss 2 |3 Tss - 2 ]EI TrSS 2 |@Tss N
= 304{E AutoStream = 304@ AutoSgream = 308 AutoStream = 301 @ AutoStream )
0 0 7 0 n
£ 207 22090 .7 £ 20~ £ 20~
2 2 2 2
+ 10+ 2 10 + 10+ + 10-
o] o | _ o o
I 0- I 0 I 0- I 0-

0.8 0.6 04 0.0 0.8 0.6 04 0.0 0.8 0.6 04 0.0 0.8 0.6 04 0.0

Performance requirements Performance requirements Performance requirements Performance requirements

(a) Zipfian (30% utilization) (b) Zipfian (70% utilization) (c) Random (30% utilization)  (d) Random (70% utilization)

51



Lifetime extension

 TBW before the device performance drops below 0.8, 0.6, 0.4, and O of the initial state

 ttFlash introduces additional write overhead coming from RAIN

CVSS: accommodate more host writes
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SS: mos e device experiences with different requirements
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More results are included in the paper! .




Summary

* The current storage system abstraction of fixed capacity worsens aging-related
performance degradation for modern SSDs.

* The capacity-variant storage systems

e Relax the fixed-capacity abstraction of the underlying storage device
* Components

e CV-FS, CV-SSD, and CV-manager
e Benefits

* Performant SSD even when aged

* Extended lifetime for SSD-based storage
e Streamlined SSD design
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Summary

* The current storage system abstraction of fixed capacity worsens aging-related
performance degradation for modern SSDs.

* The capacity-variant storage systems
e Relax the fixed-capacity abstraction of the underlying storage device
* Components
e CV-FS, CV-SSD, and CV-manager
e Benefits
* Performant SSD even when aged _
. Extende-d lifetime for. SSD-based storage B 254GB +8GB
e Streamlined SSD design : S

e Future work

512GB +16GB

e CV-RAID and new features o somi
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Thank you
Any gquestions?

Contact: zjiao0O4 @syr.edu
Source Code: https://github.com/Ziyangliao/FAST24 CVSS FEMU
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https://github.com/ZiyangJiao/FAST24_CVSS_FEMU

