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Abstract
Driven by the exploding demands for real-time data analyt-

ics, hybrid transactional and analytical processing (HTAP) has
become a topic of great interest in academia and the database
industry. To address the well-known conflict between optimal
storage formats for online transactional processing (OLTP)
and online analytical processing (OLAP), the conventional
practice employs a mixture of at least two distinct index data
structures (e.g., B+-tree and column-store) and dynamically
migrates data across different index domains. Unfortunately,
such a multi-index design is notably subject to non-trivial
trade-offs among OLTP performance, OLAP performance,
and OLAP data freshness. In contrast to prior work that cen-
tered around exploring the multi-index design space, this work
advocates a single-index design for a paradigm shift towards
much more effectively serving HTAP workloads. This is made
possible by computational storage drives (CSDs) with built-in
transparent compression that are emerging on the commercial
market. The key is to exploit the fact that compression-capable
CSDs enable data management software to purposefully em-
ploy sparsely filled storage data blocks without sacrificing
physical storage capacity. Leveraging this unique feature, we
have developed an HTAP-oriented B+-tree design that can
effectively serve HTAP workloads and in the meantime can
achieve almost instant OLAP data freshness. We have devel-
oped and open-sourced a fully functional prototype. Our re-
sults show that compared to the state-of-the-art solutions, such
a CSD-assisted single-index design can ensure data freshness
and deliver high performance for HTAP workloads.

1 Introduction

Hybrid transactional and analytical processing (HTAP) work-
loads present a critical challenge for database systems [6, 7,
31, 41, 52, 58, 71]. HTAP database management systems are
expected to provide simultaneous services to on-line trans-
actional processing (OLTP) workloads for latency-critical
point queries in complex, multi-access environments [4, 9,
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11, 44, 61] and on-line analytical processing (OLAP) work-
loads for throughput-driven decision support and data analy-
sis [16, 19, 21]. Hence, HTAP systems must cohesively con-
sider the OLTP performance, OLAP performance, and OLAP
data freshness. Due to the increasing demands for real-time
data analytics [8, 15, 17, 26, 29, 46, 49, 57, 67], OLAP data
freshness has become a critical metric, especially for domains
such as E-commerce and advertisement [3, 23, 27].

To support HTAP workloads, database management sys-
tems face a grand challenge stemming from the conflicting
needs in storage formats for OLTP and OLAP workloads.
OLTP workloads, characterized by a high volume of concur-
rent and small transactions, predominantly utilize row-based
storage formats where each tuple (or row) is stored contigu-
ously, with all tuples organized and managed through a tree
index structure (e.g., B+-tree [13,20,39]). Conversely, OLAP
workloads, involving extensive column-specific queries across
large datasets, favors columnar storage formats [6, 7] to en-
hance query efficiency and optimize data access throughput.
To accommodate such row vs. column storage format conflict,
a common practice in existing HTAP systems is to adopt a
multi-index design, which employs distinct indexes (e.g., row-
based B+-tree index and column-based index) and dynam-
ically migrate data across different index domains through
processes, such as ETL (Extract, Transform, Load) [37] or
log shipping [17, 26, 31, 41, 67, 71]. This conventional design
approach faces the following two major issues:
• Issue #1: Data freshness. Data migration between dis-
tinct index domains can have a notable impact on the OLAP
data freshness. To realize real-time analytics, OLAP clients
must await the migration of newly ingested updates from the
row-based index into the column-based index. This makes
migration process a synchronous operation, often leading to
significant degradation on the analytics data freshness that
could range from tens of milliseconds to several minutes in
existing systems [26, 31, 71]. Although one may improve the
analytics data freshness by allowing OLAP clients to directly
access the row-based index, conducting immediate, column-
specific retrieval through the row-based index may result in
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Table 1: HTAP Design Categories.
Design Approach Implementation Data Copies Storage Data Freshness

multi-index multi-store
ByteHTAP [17], PolarDB-IMCI [67], VEGITO [56],

BatchDB [41], TiDB [31], F1 Lighting [71] 2 Disk-based 20ms to 8min

multi-index single-store SAP HANA [57], Hyper [36], MemSQL [59] 1 Memory-based Instant

single-index single-store HaSiS (our approach) 1 Disk-based Instant
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Figure 1: HTAP design alternatives.
substantial read amplification and hence prolonged latency.
As a result, the benefits of directly accessing the row-based
index may not necessarily outweigh the losses caused by large
read amplification. Such a dilemma hinders existing HTAP
designs from effectively performing truly real-time analytics.
• Issue #2: Sub-optimal OLTP and OLAP performance.
Cross-index-domain data migration also causes notable per-
formance degradation in HTAP systems. As an I/O-intensive
operation, data migration extracts transactional updates from
the row-based index and merges them into column-based data
segments. It incurs significant data write amplifications, lead-
ing to severe I/O contention and interference with foreground
OLTP/OLAP services. Additionally, migration load increases
with the intensity of OLTP updates, causing an overall perfor-
mance drop under high transactional workload pressure.

In contrast to conventional multi-index design practices,
this work advocates for a paradigm shift towards single-index
HTAP to fundamentally mitigate overheads caused by cross-
index data migration. The key here is to leverage new storage
hardware, other than relying on multiple distinct indexes, to
reconcile the OLTP vs. OLAP storage format conflict. In
particular, we utilize computational storage drives (CSDs)
with built-in transparent compression, which have recently
emerged on the commercial market [32, 53]. Such CSDs cre-
ate an unprecedented opportunity for storage management
software to purposefully employ sparsely filled storage data
blocks without sacrificing physical storage capacity.

Based on this unique opportunity, we have developed a
Hardware-assisted Single-index Store (HaSiS) design for
HTAP with the following three features: (1) Page size and
write amplification decoupling: Under conventional B+-tree
design practice, write amplification is directly proportional
to page size [68, 69]. Hence most OLTP databases adopt
small page size (e.g., 8KB in Oracle [45]/ PostgreSQL [61]
and 16KB in MySQL [44]), which is fundamentally hostile
to OLAP workloads. In contrast, our CSD-assisted B+-tree
design largely relaxes the dependency of write amplifica-
tion on page size. This enables the use of very large page
size (e.g., 128KB) without notably sacrificing OLTP perfor-
mance, which creates a potential for B+-tree to much more
effectively serve OLAP workloads. (2) Sparse intra-page
column packing: Inside each large-size B+-tree page, follow-
ing the PAX design principle [5], the tuples are stored in
the column-based format. Again, leveraging the compression-
capable CSDs, we sparsely pack all the columns to minimize
the storage I/O read amplification under OLAP workloads,
without sacrificing the physical storage capacity. This plays

a key role in enabling our CSD-assisted B+-tree to achieve
high OLAP performance. (3) Per-page clustered storage of
multi-version records: Once again, leveraging the unique prop-
erty of compression-capable CSDs, HaSiS can conveniently
store/index multi-version records on a per-page basis without
using additional metadata or index. This makes it possible to
support multi-version concurrency control without sacrificing
the OLAP speed performance. All the above three features
together ensure the use of a single B+-tree to effectively serve
HTAP workloads with instant OLAP data freshness.

We have implemented a fully functional and open-sourced
prototype of HaSiS [30] and conducted experiments using a
commercially available compression-capable CSD, namely
ScaleFlux CSD-3310 [53, 54]. To demonstrate its effective-
ness, we have compared its performance with (1) a state-of-
the-art HTAP database, TiDB, (2) two baseline implementa-
tions of a row-based store and a column-based store, and (3)
state-of-the-art row/column stores including MySQL, Post-
greSQL, and Parquet. Our evaluation results demonstrate that
HaSiS can achieve instant data freshness, comparable per-
formance compared to TiDB, and preferable performance
compared to baselines and other state-of-the-art solutions.

2 HTAP System Design: State of the Art
HTAP systems need to handle both OLTP and OLAP work-
loads. However, OLTP workloads typically favor row-based
storage format, while OLAP workloads favor column-based
storage format. Therefore, prior work primarily followed a
multi-index design strategy (e.g., mixing row-based B+-tree
index and columnar index) and realized data synchroniza-
tion/consistency via runtime cross-index-domain data migra-
tion. As shown in Table 1, existing multi-index HTAP design
solutions largely fall into two categories: multi-index, multi-
store and multi-index, single-store.

The multi-index, multi-store approach maintains row-based
and column-based data engines separately: an OLTP engine
with a row-based index for transactional updates and an OLAP
engine with a column-based index for analytical queries. Due
to the separate management of data, a transformation process
is necessary to convert row-based data into a column-based
format. In contrast, the multi-index, single-store approach
consolidates row-based and column-based data within a single
system. This approach typically lays a row-based delta tier
on top of the main column-based store to enhance an OLAP
system’s support for OLTP. Here, row-based data serve as
incremental updates (deltas), which are gradually merged into
the main store indexed by a column-based format.
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• Existing multi-index, multi-store HTAP solutions.
As Cloud-native databases, ByteHTAP [17] and PolarDB-
IMCI [67] realize data migration by shipping redo logs
from OLTP engines to OLAP engines. As shown in Fig-
ure 1(a), upon receiving log records, OLAP engines merge
them into their column-based data stores. VEGITO [56] and
BatchDB [41] also rely on log shipping to realize data migra-
tion between their OLTP and OLAP engines. TiDB [31] and
F1 Lighting [71] are distributed databases designed for HTAP
workloads. They reuse the change log, originally intended for
consensus protocols like Raft, to update column-based stores.

However, log-shipping incurs a data freshness problem
—column store may not be updated in time as transactional
updates are temporarily held in the log. As shown in Table 1,
the reported delays range from tens of milliseconds to several
minutes. Although some systems permit OLAP queries to
retrieve data directly from the row store, this however forces
analytical queries to navigate through multiple index struc-
tures and cause severe read amplification.
• Existing multi-index, single-store HTAP solutions. SAP
HANA [58] is an in-memory database employing a layered
design, which integrates tree-indexed deltas atop its primary
column-based store. Row deltas are periodically merged into
the columnar data in the background. Hyper [36] and Mem-
SQL [59] maintain durable column chunks with in-memory
tree-indexed row stores. Shown in Figure 1(b), these solutions
can provide instant data freshness. However, since the dataset
is distributed across column-based store and row-based delta
store, analytical queries have to access data from both data
sources, resulting in index and read amplification, affecting
query efficiency. Although it can be alleviated by their in-
memory nature, the performance can significantly degrade
when they are forced to handle larger-than-memory datasets.

In this paper, our objective is to achieve instant data fresh-
ness through a single index, while minimizing read amplifica-
tion and ensuring optimal performance for HTAP workloads.

3 Why CSD for Single-Index HTAP?
3.1 CSD with Transparent Compression
Any storage drives capable of executing computational tasks
beyond storage functions can be categorized as CSDs [2, 32,
38, 42, 63, 64, 70, 72, 73]. This work focuses on a special
type of CSD that has a built-in transparent data compression
functionality [53, 54, 70, 72]. As shown in Figure 2(a), the
controller chip inside CSD contains a dedicated hardware en-
gine for (de)compressing individual 4KB LBA (logical block

address) data blocks along the I/O path. Its Flash Transla-
tion Layer (FTL) organizes the storage of variable-length,
post-compression data blocks on flash memory chips. In con-
trast to host-side compression [12, 25, 40], such CSDs relieve
host CPUs from (de)compression and management of post-
compression variable-length data blocks [70, 72]. In ordinary
SSDs, every 4KB data block is mapped to a 4KB physical
page, which is a one-to-one mapping between logical page
numbers (LPNs) and physical page numbers (PPNs). In CSDs
with transparent compression, one 4KB physical page may
contain compressed data blocks of multiple logical pages, an
N-to-one mapping, as shown in Figure 2(b).

Such CSDs have two unique features. First, it exposes a
virtualized logical storage space that can largely surpass its
internal physical storage capacity, similar to the concept of
thin provisioning [14]. This enables users to allocate more
logical storage capacity than what is physically available. Sec-
ond, leveraging the high compressibility of low-entropy data
patterns (e.g., all zeros), data management software could
sparsely fill 4KB LBA blocks (e.g., 1KB real data and 3KB
zeros) without sacrificing true physical storage space, as illus-
trated in Figure 2(c). These features facilitate the decoupling
of user-perceived logical storage space usage from the physi-
cal storage space consumption, creating new opportunities.

3.2 Opportunities Brought by CSD
Aiming at single-index HTAP, this work focuses on making
classical B+-tree to much more effectively serve OLAP work-
loads without notably sacrificing its OLTP competence. How
well a B+-tree can serve OLAP depends on how much it
can reduce its storage I/O read amplification under column-
oriented data access. The first step is to store all the tuples
in column-based format within each B+-tree page, which is
commonly referred to as PAX page format [5]. Let lc denote
the size of one intra-page column, and suppose we must fetch
s consecutive 4KB LBA blocks from storage devices when
reading this intra-page column. The corresponding storage
I/O read amplification is γ = s·4KB

lc
. To reduce γ, we should

(1) increase the value of lc (i.e., the size of intra-page columns)
by storing more tuples in each page, and/or (2) reduce the
value of s by aligning the placement of intra-page columns
with 4KB boundaries. Storing more tuples per page demands
a larger page size. However, conventional wisdom suggests
that a large B+-tree page size leads to high write amplifica-
tion and hence worse OLTP performance. Meanwhile, 4KB-
aligned intra-page column placement induces page storage
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Figure 3: Illustration of the opportunities brought by CSDs.
space waste. Moreover, given long-running OLAP queries,
B+-tree must be able to effectively store/index a large num-
ber of versioned tuples to maintain its efficacy for serving
OLTP workloads. These issues prevent classical B+-tree from
effectively serving HTAP workloads. Fortunately, the emerg-
ing CSDs with built-in transparent compression bring three
unique opportunities to address these issues.
Opportunity #1: Decoupling write amplification from
page size. To increase B+-tree page size without proportion-
ally increasing write amplification, we could keep more log
records in write-ahead log (WAL) before merging them into
destination pages. In current practice, all B+-tree pages share
a global WAL. Since the global WAL must be scanned during
crash recovery, a larger WAL directly causes a longer crash
recovery time. Nevertheless, practical systems tend to have
stringent requirements for crash recovery time. Intuitively, if
each B+-tree leaf page can have a dedicated storage space,
called delta page, for accumulating its own associated log
records, we could aggressively apply logging to reduce write
amplification, without compromising crash recovery time.

However, since each delta page must occupy one or mul-
tiple 4KB storage blocks to hold log records for only one
B+-tree page, its content would be sparse most of the time,
e.g., one 4KB delta page may contain 0.5KB log records
and 3.5KB zeros. Hence, when B+-tree operates on ordinary
SSDs, sparse delta pages would result in significant physi-
cal storage space waste. As shown in Figure 3(a), replacing
ordinary SSDs with compression-capable CSDs seamlessly
solves the problem: With built-in compression capability,
CSDs naturally compress away the all-zero segment in each
sparsely filled delta page, avoiding wastage of the physical
storage space. Therefore, compression-capable CSDs readily
enable B+-tree to employ very large pages without notably
sacrificing its OLTP competence.
Opportunity #2: Reducing intra-page column read am-
plification. As discussed previously, the placement of each
intra-page column should be aligned with 4KB LBA storage
block boundaries to reduce the value of s and hence reduce
the I/O read amplification. This can be further illustrated in
Figure 3(b): If we compactly pack intra-page columns as in
conventional practice, to read the column-B, we have to fetch
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Figure 4: Architecture overview of HaSiS.
two 4KB LBA blocks from the storage device even though
the column-B itself is less than 4KB. In contrast, as shown
in Figure 3(b), if the placement of columns is 4KB-aligned,
column-B resides in only one 4KB LBA block, hence read-
ing column-B only incurs the fetch of one 4KB LBA block
from the storage device. Clearly, such 4KB-aligned column
placement introduces content sparsity inside B+-tree pages.
Leveraging its built-in compression capability, CSD can na-
tively accommodate such content sparsity without sacrificing
the physical storage space.
Opportunity #3: Per-page clustered storage of multi-
version records. Existing database management systems
typically allocate global storage space to realize concurrent
multi-version control [10, 18, 35, 50, 60, 62]. The co-existence
of OLTP and OLAP workloads makes it a bigger challenge
to efficiently manage the storage of multi-version records. In
particular, long-running OLAP workloads could cause a long
chain of versioned records spreading over the global storage
space, leading to significant I/O read amplification and hence
system speed performance degradation [28,35,50]. To address
this, one option is to cluster all versioned records on a per-
page basis, which can largely simplify the access/management
of multi-versioned records. However, due to the runtime
workload variation, the amount of per-page multi-version
records can substantially vary from one page to the other
and over time. This can notably complicate the storage man-
agement when using ordinary SSDs. Leveraging the native
thin-provisioning support of compression-capable CSDs, we
could conveniently realize per-page clustered storage of multi-
version records. In Figure 3(c), for each B+-tree page, we
can pre-allocate an over-provisioned virtual space to store
all multi-versioned records, adapting to the varying storage
demand without incurring additional physical storage cost.

4 System Design
In this paper, we present a Hardware-assisted Single-index
Store design solution, named HaSiS, by leveraging the above-
said unique, CSD-enabled opportunities to serve HTAP work-
loads with a single index on a unified, single data store. Un-
like existing multi-index solutions, HaSiS simultaneously
achieves nearly identical performance as dedicated row- and
column-based data stores for TP and AP workloads, while
ensuring instant OLAP data freshness.
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Figure 4 illustrates the architecture overview of HaSiS.
Though based on the classical B+-tree, HaSiS is OLAP-
friendly while still retaining its high OLTP performance. This
is achieved via several important measures in our designs:
(1) A large page size (e.g., 128KB) is employed for han-
dling OLAP workloads, and the induced negative impact on
write amplification (hence OLTP performance) is mitigated
by persistently buffering log records on the per-page basis in
a dispersed manner; (2) A hybrid page structure, as illustrated
in Figure 4(b), is designed to integrate the row-based data
format for OLTP transactional updates and the column-based
data format with 4KB-aligned placement in the B+-tree pages
to best serve OLAP workloads; (3) The buffer pool manage-
ment is optimized to tackle the memory under-utilization and
buffer pollution problems caused by the use of large page
sizes for OLTP workloads; (4) Multi-version records are clus-
tered on the per-page basis to more effectively accommodate
long-running OLAP workloads. All the core techniques of
HaSiS essentially trade logical storage space for efficacy. The
unique abilities of the emerging CSD hardware enable us to
purposefully make such tradeoffs without inducing wastage
of physical storage space. In the rest of this section, we will
describe each component in detail.

Transactional requests are processed by the hybrid buffer
pool, with corresponding changes persisted in the global log.
These requests are managed by retrieving or rewriting hybrid
pages indexed by a B+-tree. Analytical queries can either
check the buffer pool or directly access hybrid pages to obtain
the most recent data resulting from transactional updates.

4.1 Single-Index, Single-Store
Our main goal is to attain instant data freshness and serve both
OLAP and OLTP workloads in a highly efficient manner. The
key to achieving this goal is to create a single-index, single-
store design to remove the need for maintaining multiple
indexes and migrating data across separated index domains.
However, the prior efforts we witnessed in past decades have
proven that realizing such a design is difficult. This is mainly
due to two critical challenges.

First, OLTP and OLAP workloads feature drastically dis-
tinct access patterns, demanding different data organizations
on storage. Analytical queries generally involve retrieving a
substantial volume of data, thus favoring column-based data
organization. A common practice is to adopt a large granu-
larity (128KB to MBs) as the basic data unit (B+-tree’s leaf
node), which helps reduce the management overhead and fa-
cilitates batched retrieval. In contrast, transactional queries
favor row-based data organization, typically using a small
granularity (8KB or 16KB) to reduce write/read amplifica-
tion caused by in-place updates or retrievals. A single-store
design serving both workloads has to simultaneously accom-
modate the two radically different access patterns, which have
almost opposite demands. Satisfying requirements for one
often unfortunately means missing requirements for the other.

Second, maintaining a single index structure can lead to no-
table contention issues, particularly for OLAP queries. OLTP
operations frequently involve structural modifications to the
index, which are necessary to ensure data consistency and typ-
ically need to be performed exclusively. However, it presents
a significant challenge to read-only OLAP queries, as they
may be routinely blocked or delayed while waiting for the
completion of OLTP’s structural changes. This situation can
significantly impede the efficiency of OLAP queries, as they
are forced to wait, potentially affecting the overall perfor-
mance of the system. Addressing this contention is crucial to
the effectiveness of our indexing strategy.

To tackle these challenges, our key idea is to create a unified
data structure, which organizes data in a carefully designed
hybrid (column-based, OLAP-friendly and row-based, OLTP-
friendly) page as a single-index-addressed unit. Leveraging
the CSD hardware, which provides a virtualized storage space,
we can purposefully create a sparse data structure on storage
to remove undesirable read/write amplification and index
contention. In the following, we will describe the related page
structure, indexing, and buffer pool management designs.

Hybrid Page Structure. The core data structure in HaSiS
is hybrid page, which is an index-addressable storage entity,
functioning as a leaf node of a B+-tree index. As illustrated in
Figure 4(b), the data in a hybrid page is organized in two parts,
a column-based data page and a row-based delta page. The
data page is optimized for handling analytical queries; The
delta page collects transactional data as a small, incremental
log to the column-based data page.

• Column-based Data Page organizes large volumes of
data by columns, which inherits the PAX-page layout [5–
7] and is tailored for analytical queries. Similar to the PAX
page, a column-based data page comprises a data region for
column-based data storage and a metadata region for internal
column data indexing, whereas the data region is divided
into 4KB mini-pages, each of which sparsely manages values
in columns. As shown in Figure 4(b), each mini-page only
stores column values belonging to one specific column (e.g.,
mini-page-1 only holds column values belonging to column-
A). The mini-pages inside the data region are sequentially
allocated in the LBA order on storage, and the column values
in a mini-page are stored consecutively one after another. If a
column value cannot be entirely accommodated at the end of
a mini-page, we move to the next mini-page and continue to
store the value there; The unused mini-page space is filled up
with all zeros, which would be transparently compressed away
by the CSD. With hardware assistance, this sparse storage
structure can effectively reduce read amplifications without
wasting physical storage space.

In the metadata region, an internal index keeps the mapping
between <start key, column name> of a mini-page to its
LBA address in storage. This enables efficient point queries
or small-range scans by directly accessing mini-pages rather
than loading the entire data region. In addition, the meta-
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data region also records essential information for B+-tree’s
indexing (e.g., key range and capacity usage for page split
or merge). To eliminate I/Os of metadata retrieval, we cache
the small-sized metadata region of each hybrid page (around
2,670B), along with B+-tree’s index nodes in memory.

• Row-based Delta Page essentially mirrors the row-based
page in relational database systems like MySQL [44] and
PostgreSQL [61], specifically for efficient transactional data
ingestion. As shown in Figure 4(b), the delta page manages
data records (i.e., tuples) by rows, in which all tuples are
stored one after another, sequentially based on the LBA or-
der and acting as a compact, in-situ update log to patch the
column-based data page. Similar to mini-pages, if the delta
page is not fully occupied by tuples, the reserved space is filled
by all zeros, which can be automatically compressed away by
the CSD hardware. When the delta page is completely filled
up, a major compaction operation is triggered to apply the
changes to the column-based data page (see Section 4.3).

In our implementation, a hybrid page includes a 128KB
column-based data page and a 16KB row-based delta page.
As the delta page immediately follows the column data page
on the logical storage space, it enables a hybrid page to be ac-
cessible with only one single I/O operation, streamlining the
process and enhancing the overall system performance. The
current 128:16 ratio works well in our experiments. In situa-
tions where all updates in the delta page have to be temporar-
ily preserved for query, such as due to multi-version control as
described in Section 4.4, the delta page space can be dynam-
ically extended by pre-allocating or dynamically linking to
an additional 128KB LBA space following the existing delta
page. For each hybrid page, we can pre-allocate more than
one delta page to ingest transactional updates. With transpar-
ent compression of the CSD hardware, the over-provisioned
delta-pages would not occupy physical storage space.

Unified Indexing. The hybrid page design facilitates uni-
fied indexing of both transactional updates and column-based
data. As illustrated in Figure 4(a), rather than separately in-
dexing row-based updates and column-based data, a hybrid
page unifies the data page and delta page into a single, index-
addressable storage entity, functioning as the leaf nodes of
a B+-tree index. It enables analytical queries to instantly re-
trieve recently ingested transactional updates with the main
column-based data through a single index search, thus funda-
mentally removing the need for migrating and transforming
data across different index domains.

We further partition hybrid pages based on table relations
to alleviate contention between transactional operations and
analytical queries. Table relations have been widely used
for indexing and organizing data for OLTP and OLAP work-
loads [9,31,44,61]. As illustrated in Figure 4(a), our approach
involves partitioning hybrid pages by tables, with each table
partition housing a dedicated B+-tree index structure. More-
over, when a table grows beyond a certain size threshold, it
can be progressively subdivided into smaller partitions. Given
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Figure 5: An overview of the hybrid buffer pool design.
that the index volume scales proportionally to the number
of indexed records, we set the partition size limit to 50,000
records, which works well in our experiments. This setting
ensures that the depths of the B+-tree index stay below three
levels, effectively balancing and distributing operations across
different partitions to minimize operational contention.

4.2 Hybrid Buffer Pool
The buffer pool is crucial in HTAP system performance by
caching frequently accessed data in memory for fast access.
As a hybrid page embeds two types of data format, in rows
or columns, for serving hybrid workloads, introducing the
hybrid page into HTAP systems brings two new issues.

First, simply fetching the entire hybrid page into the buffer
pool would occupy an excessive amount of memory space
without yielding corresponding benefits. This is particularly
evident for analytical queries, which typically exhibit minimal
locality. These queries often access large volumes of column
data, which are unlikely to be reused. Holding such data in the
buffer pool would lead to heavy “buffer pollution”. Second,
simply applying the existing flush-based eviction policies can
cause significant write amplification. When a hybrid page is
modified in the buffer pool and marked as “dirty”, an LRU-
based eviction policy would flush the entire hybrid page back
to storage, even for minor updates. This is highly inefficient,
especially considering the large size of a hybrid page.

To overcome these issues, we propose a hybrid buffer pool
design, illustrated in Figure 5. This design incorporates fine-
grained, invalidation-based buffer pool management, allow-
ing for partial reservation of hybrid pages, to mitigate the
memory space wastage and meanwhile address the write am-
plification issue induced by page flushes. This design inte-
grates fundamental data structures commonly found in buffer
pools, including (1) an LRU List that manages hybrid pages
based on their access frequency, and (2) a mapping table that
maintains the indirect association between a hybrid page’s
logical identifier (e.g., node ID allocated based on B+-tree)
and its block address. Specifically, it works as follows.

An in-memory hybrid page comprises two sub-pages,
namely column sub-page and row sub-page, corresponding to
the on-storage column-based page and row-based delta page,
respectively. When fetching an on-storage hybrid page into
memory, rather than loading the entire hybrid page, only the
delta page along with involved 4KB mini-pages that intersect
with the queried rows are retrieved into the hybrid buffer pool.
Upon updating an in-memory hybrid page, we modify the row
sub-page and invalidate relevant column values in the column
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Figure 6: Examples of how HaSiS handles HTAP workloads.
sub-page in memory. Considering background compaction
consistently applies updates to the on-storage data pages,
when mini-pages, whether updated by major compaction or
not, are fetched into the buffer pool, the invalidation approach
guarantees that there is only one version for each mini-page
in the hybrid buffer pool. This ensures consistency between
the in-memory and on-storage versions of a hybrid page. Fi-
nally, when evicting an in-memory hybrid page, we simply
discard it, as the most recent version is already maintained on
storage by compaction operations. This eliminates the typical
write amplification issues associated with flushing processes,
making the buffer pool more efficient for HTAP workloads.

4.3 Log and Compaction
A critical challenge in HTAP systems is how to efficiently han-
dle OLTP transactions, which involve massive small, latency-
sensitive transactional updates and insertions. Such operations
often incur high-cost “read-modify-write” operations, causing
significant I/O amplifications and impairing system perfor-
mance. HaSiS tackles this challenge by maintaining a small,
indexed global log and a two-phase compaction process.

Global log. The hybrid page design in HaSiS essentially
manages updates in a dispersed manner. For transactional
updates, changes are made to the corresponding delta pages
within hybrid pages. To further mitigate the write amplifi-
cation of directly rewriting delta pages and decouple fore-
ground operations from storage I/Os, as shown in Figure 6,
a small, centralized global log temporarily accommodates
data changes in an append-only manner. A small in-memory
index keeps track of these temporary updates in the log. Once
the changes are persisted in the global log, the system imme-
diately returns COMPLETION to the client, while the changes
are applied (compacted) to the corresponding hybrid pages
asynchronously. The global log maintains an open segment to
log the updates. When the segment size exceeds a predefined
threshold (e.g., 100MB), it is sealed and a new open segment
is allocated. Changes in the sealed segment are flushed (ap-
plied) to their corresponding hybrid pages via a two-phase
compaction process as described below.

Two-phase compaction. When a sealed segment is gener-
ated, the minor compaction process is triggered to (1) retrieve
all relevant row-based delta pages from storage, (2) append
log records to update these pages in memory in a row-based
manner, and (3) flush the updated delta pages back to storage.
This batched process capitalizes on the parallel processing
capabilities of the CSD with boosted efficiency: retrieving and

flushing multiple delta pages can be conducted in a batched
and parallelized way to fully utilize the storage bandwidth.

If a delta page exceeds its space limit, major compaction
runs to merge the “delta” updates into their corresponding
column-based data pages, reclaiming the delta page space for
future updates. This process involves reading the correspond-
ing mini-pages, applying changes in memory, and flushing
the updated column data pages back to storage.

Different from conventional HTAP solutions that involve
extensive data transfer between row and column storage, this
compaction-based approach significantly mitigates migration
costs with better data freshness and I/O efficiency: (1) Given
the compaction is index-internal and operates in the back-
ground, AP queries can immediately access newly ingested
TP data; (2) As hybrid pages are isolated data entities and in-
dependent from each other, the major compaction can merge
multiple hybrid pages in a batched and parallelized manner
and thus to guarantee I/O performance.

4.4 Operations
In this section, we summarize and illustrate the workflows
of HaSiS for handling OLTP and OLAP workloads via an
example. As shown in Figure 6, a hybrid page contains a delta
page that stores X data records by rows (from R1 to RX ), and
a column-based data page that organizes data records in q
columns with one or multiple mini-pages each.

• OLTP writes include transactional updates and insertions.
HaSiS adopts a global log and a two-phase compaction mech-
anism to quickly log changes in the small global log, then
asynchronously append them to the delta pages as a per-page
log, and finally merge them into their final destination, the
column-based data pages. As illustrated in Figure 6(a), an
incoming TP write R1 (Step ①) is recorded as a change log
<R1> in an open segment of the global log in an append-
only manner. After the change log is persisted and the log’s
in-memory index for it is updated, we can directly return suc-
cess to users. As the segment size exceeds the predefined
threshold, it is sealed and scheduled for flushing via minor
compaction (Step ②). If the delta page is full, major com-
paction (Step ③) merges the logged updates, including R1,
from the delta page into the corresponding column page.

• OLTP reads include record lookup or small-range scans
(e.g., selecting a few dozens of records). As shown in Fig-
ure 6(a), ongoing compaction processes periodically integrate
transactional updates into the delta page and subsequently the
column page. As a result, a record in a hybrid page could be
in the delta page, the column data page, or both. To ensure
correct OLTP reads, each read operation has to verify both
pages. However, simply retrieving the entire hybrid page for
OLTP reads can lead to notable read amplification. Our mini-
page design can address this issue with fine-grained access.
As shown in Figure 6(a), rather than retrieving an entire col-
umn page, a TP read (Step ④) only involves a small portion
of mini-pages (e.g., M1, M3, M4), i.e., to serve this request,
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we only retrieve the delta page and the involved mini-pages,
rather than retrieving the entire hybrid page. This approach
significantly reduces read amplification.

• OLAP scans. For analytical queries that require scanning
extensive volumes of hybrid pages, HaSiS is designed to ex-
ecute hybrid page retrieval with the least read amplification.
In Figure 6(a), an OLAP scan (Step ⑤) intends to retrieve a
portion of column values from column-q (Cq). We only load
the involved mini pages (M5 and M6) from the column data
page, along with the delta page physically stored alongside it.
As the mini-pages sparsely align attributes of the same col-
umn in 4KB logical blocks without cross-LBA placement, the
read amplification for column-oriented data retrieval can be
significantly reduced. Moreover, leveraging the hybrid page’s
metadata, the query process can be accelerated by conducting
multiple 4KB mini-page reads in a batched-up way.

• Multi-version support. A benefit provided by the hybrid
page design is that delta pages could be leveraged for sim-
plified access/management of multi-versioned records. Fig-
ure 6(b) showcases the multi-version storage supported by
the hybrid page. An AP scan operation starts at timestamp 1
(TS #1) and intends to retrieve data records from the hybrid
page. After TS #1 and before the completion of the AP scan,
another TP write at timestamp 2 (TS #2) intends to rewrite the
record R2 in the hybrid page. Naïvely, the record R2 issued
by the TP write (R′

2) should be persisted into the hybrid page,
as it is the user-issued update that is supposed to be merged
into the hybrid page. However, the new value, R′

2, should re-
main inaccessible to the AP scan, since it is ingested after
the scan operation. Meanwhile, the old version of R2 should
not be overwritten by R′

2, because the old R2 should remain
accessible to the AP scan before its completion.

In this situation, we need to preserve both versions. Lever-
aging the pre-allocated LBA space, we can expand the hybrid
page by allocating or linking a new delta page (Delta Page-2),
such that the new value, R′

2, can be temporarily preserved to
fulfill the TP write, and be merged into Delta Page-1 later
after the completion of the AP scan. In real-world scenarios,
AP scans seeking to gather insights from a large number of
pages typically exhibit no locality. This means that it is rare in
practice that updating a hybrid page is extensively blocked by
AP scans. In Section 5.3, we will demonstrate in experiments
that even in the worst-case scenario, the additional delta page
allocation remains within a reasonable range.

4.5 Summary
Essentially, the core idea of HaSiS is to combine the B+-tree
index with hybrid delta and PAX pages. However, simply
merging these existing techniques cannot fundamentally re-
solve the challenges presented by HTAP workloads. Com-
pared to prior efforts, HaSiS achieves its design goal with
several unique and important measures.

(1) The small global log and the two-phase compaction pro-
cess decouple the processing of transactional and analytical

queries. It allows a TP write to immediately signal success to
users once the write is persisted into the open segment, which
enables “blind updates” in transactional operations without
requiring loading the original page into memory. Combined
with the asynchronized two-phase compaction, the write path
for transactional updates is significantly shortened, speeding
up OLTP requests and reducing interference to OLAP queries.

(2) Emerging CSDs with transparent compression provide
a virtualized storage space, allowing us to purposefully create
a sparse data structure without wasting physical storage space.
Aggressively over-provisioning storage space, such as align-
ing mini-pages in 4KB logical blocks and padding delta pages
with all zeros, enables us to reduce read/write amplifications
with a more efficient data layout on storage.

(3) The single-index, single-store design integrates both
column- and row-based data layouts, which are originally
tailored to two drastically different workloads, to maintain
only one single copy and one single index to address the
data. This fundamentally eliminates the need for a resource-
demanding row-to-column transformation process, making
all persisted data instantly available for analytical queries.

These design elements are the result of deliberate choices
based on careful consideration of the properties of hardware
and software, forming a comprehensive solution that effec-
tively addresses the long-existing HTAP challenges.

5 Evaluation
• Implementation. We have implemented a fully functional
prototype of HaSiS incorporating the single-store single-index
design, the hybrid buffer pool, and the multi-version storage
support. By default, the sizes of the column-based data page
and delta page are set to 128KB and 16KB. For comparison,
we have developed two baseline systems to represent the
optimal performance of the pure column store (CS) and row
store (RS): CS utilizes 128KB PAX pages indexed by a B+-
Tree without employing delta pages where incoming updates
directly overwrite each 128KB PAX page; RS is implemented
based on the pB+-Tree architecture [33] leveraging per-page
logging for blind updates where row-based data records are
organized in 16KB data pages with 16KB per-page logs.

We also conduct comparisons with contemporary HTAP
(TiDB), OLTP (MySQL and PostgreSQL), and OLAP (Par-
quet) designs to provide insights into the performance and
effectiveness of HaSiS in the broader context of existing sys-
tems. All prototypes follow their default settings. We equally
restrict the memory space for each prototype to 10% of the
data set. Considering the weak locality of OLAP queries, we
allow the OLAP queries in HaSiS to bypass the buffer pool.
• Experimental Setup. Our experiments are conducted on
a server equipped with a 22-core 2.2GHz Intel Xeon E5-
2696 v4 CPU, 64GB DDR4 DRAM, and a 7.68TB Scale-
Flux CSD-3310 SSD. The server operates on Ubuntu 20.04
LTS with Linux Kernel 5.15 and Ext4 file system. The CSD-
3310 SSD [53, 54] features a hardware-based zlib compres-
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Figure 7: Overall comparison of HaSiS with TiDB and baseline stores.
sion engine that compresses each 4KB block along the in-
ternal I/O path, being seamlessly transparent to the host sys-
tem. This engine operates with low latencies at around 5µs
for (de)compression, which are significantly faster than typi-
cal read latencies (>50µs) and multiple orders of magnitude
shorter than write latencies (>1ms) associated with TLC/QLC
NAND flash memory. In terms of throughput, the drive, ad-
hering to NVMe standards and supporting a PCIe Gen4 x4
interface, delivers high sequential read/write bandwidths (up
to 7.2GB/s and 4.8GB/s), and random 4KB read/write IOPS
(1,450K/380K) across a 100% LBA span. Thus, compression
operations do not affect the system throughput even under
high-intensity workloads. CSD-3310 is in volume production
and widely deployed in data centers globally, demonstrating
its reliability and robust performance in real-world settings.
HaSiS does not rely on specific hardware implementations
of ScaleFlux CSD but rather leverages the transparent com-
pression commonly found in commercial CSDs [22,34]. This
compatibility makes HaSiS a flexible and scalable solution
for modern storage environments.

• Workload. We have developed a benchmark tool to evalu-
ate HaSiS in comparison to the baselines and SOTA solutions.
This tool is capable of converting complex SQL queries, such
as analytical queries, to simple and table-specific SQL re-
quests (e.g., select column-A from table-B where column-A
< X). It helps isolate the I/O execution from interference of
other database-dependent components (e.g., planning and op-
timization) and provides detailed performance metrics, such
as throughput and latency. This tool follows the table layout
of CH-Benchmark [51] where “lineitem/part” table is aligned
to TPC-C setting as “orderline/item” table, respectively.

We issue the TPC-C [65] and TPC-H [66] workloads to
MySQL [44] and then collect the corresponding requests
from InnoDB [43], MySQL’s storage engine. The translated
requests are essentially key-value operations, where the key
is defined by the primary/secondary key following MySQL’s
standard. In this tool, OLTP requests include various transac-
tional operations: (1) Insert for adding records to a table, (2)

Update for rewriting records in a table, (3) Lookup for retriev-
ing specific records, and (4) Scan (a.k.a., “Scan_TP”), for col-
lecting column values from multiple records; OLAP requests
(a.k.a., “Scan_AP”) are groups of translated SQL operations
extracted from TPC-H query plans. The workload distribution
of translated requests strictly follows TPC-C/TPC-H work-
loads. Detailed implementation and benchmark explanation
can be found in our open-source project.
• Method. Before the evaluation, we initiate a warm-up phase
by sequentially populating each store with a TPC-C dataset
containing 500 warehouses, during which the benchmark tool
operates as OLTP clients issuing translated TPC-C requests.
We then evaluate the performance of each prototype with the
benchmark functioning as OLTP and OLAP clients that exe-
cute SQL requests derived from TPC-C and TPC-H requests.
Throughout these experiments, we measure the throughput, la-
tency across all request types, and the delay in serving OLAP
requests for a comprehensive comparative analysis.

5.1 Overall Performance
• Comparison with TiDB. We first demonstrate the data
freshness, overall performance, and storage efficiency of Ha-
SiS and TiDB by issuing both OLTP (16 clients) and OLAP
(8 clients) requests simultaneously (i.e., HTAP workload). We
deploy TiDB in the local test cluster mode by Tiup [47] (one
instance of TiDB, TiKV, PD, and TiFlash). We collect TiDB’s
metrics through [48]. For a fair comparison, we exclude the
Raft log propagation for latency comparison.

As shown in Figure 7(a.1), we quantify the data freshness
of HaSiS and TiDB by the delay of OLAP queries. Besides
data retrieval, in HaSiS, the delay includes the time taken to
register a record into global log’s in-memory index; in TiDB,
it includes its inherent row-to-column transformation [48].
The average delay is tracked per 10 seconds. Notably, HaSiS’s
delay stably spans from 17.31µs to 121.5µs, while that of
TiDB spans from 30.1µs to 2,676.3µs with large fluctuation.
A breakdown analysis for the lowest and highest delays of
HaSiS and TiDB is shown to explain this fluctuation: due to
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its row-to-column transformation, TiDB experiences 12.14µs
and 2,589.7µs delay in waiting fresh data before they are
ready for AP query while HaSiS with its single index design
mitigates this wait to 12.1µs and 36.4µs. It highlights HaSiS’s
efficiency: by integrating row-based/column-based data into
hybrid pages and indexing them through a single B+-Tree,
HaSiS can provide (almost) instant data freshness. This makes
HaSiS particularly well-suited for applications in domains
like e-commerce, finance, and real-time monitoring.

HaSiS exhibits comparable latency compared to TiDB
in Figure 7(a.2). For the average latency of Insert/Update
operation, benefiting from the blind update design, HaSiS
only shows 3.77%/3.66% latency degradation compared to
TiDB which adopts LSM-tree as the storage engine. For
Lookup/Scan_TP, HaSiS exhibits 6.90%/1.21% lower latency
compared to TiDB since HaSiS is a B+-Tree design that only
retrieves one page for each data record while the LSM-tree
adopted by TiDB encounters read-amplification. For OLAP
(Scan_AP) performance, although TiDB supports adaptive
configuration (waiting until all data are converted as column-
based ones or directly scanning both row and column data),
TiDB shows a 6.64% longer average latency than HaSiS. Ha-
SiS, with its single index and compaction design, can instantly
retrieve all involved column data. The compaction occurs
lazily, without impacting synchronous OLAP operations.

As a single-store design, HaSiS significantly reduces stor-
age usage compared to the multi-store TiDB in Figure 7(a.3):
HaSiS consumes 74.1GB of physical storage space in total,
which is 67.98% less than TiDB. Compared with a hypotheti-
cal case where TiDB uses only a single copy of row data and
the column store, HaSiS consumes 32.39% less storage space
due to its more efficient data layout design.
• Comparison with Baselines. We then demonstrate the
performance and I/O efficiency of HaSiS and baseline designs
(CS and RS) in different ratios of OLTP and OLAP requests.

Performance isolation. Figure 7(b.1) evaluates the OLTP
/OLAP performance isolation of HaSiS, RS and CS. By vary-
ing the AP:TP ratio (i.e., the ratio of the number of OLAP
requests to OLTP requests), we evaluate the impact of increas-
ing OLAP requests on the OLTP performance. As shown,
HaSiS shows consistent stability in OLTP throughput and
OLAP response time. In contrast, RS and CS exhibit no-
table performance fluctuations as the volume of AP requests
rises. While initially RS slightly outperforms HaSiS in OLTP
throughput at lower request ratios (below 1/10000), its per-
formance declines with an increase in OLAP requests. This
trend is also seen in OLAP performance. The observed per-
formance interference in other systems stems from severe
I/O contention and I/O amplification. HaSiS demonstrates an
increasing trend in bandwidth utilization with the growing
AP volumes, indicating its scalability potential. Conversely,
when CS handles OLTP and RS handles OLAP, severe I/O
amplification can saturate available bandwidth, consequently
leading to I/O contentions limiting the scalability of both RS
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Figure 8: Performance under OLTP and OLAP workloads.
and CS. As shown in Figure 7(b.2), HaSiS efficiently manages
OLTP writes (HaSiS-w) with lower bandwidth compared to
CS which requires more bandwidth for writes (CS-w). With
increasing AP requests, CS struggles to manage AP queries
(CS-r) due to bandwidth constraints.

Performance of compaction. Figure 7(c.1) demonstrates
the performance of HaSiS considering the impact of back-
ground compaction. We quantify the minor and major com-
paction occurrences and the associated logical and physical
I/Os over a 200-minute test duration. Meanwhile, we measure
the average throughput and latency of foreground operations
collected at 10-minute intervals. As shown, background com-
pactions exhibit a consistent triggering pattern and the per-
formance stays rather stable throughout the long test. These
findings aptly illustrate HaSiS’ capability to effectively decou-
ple performance from background I/O-intensive operations.
Although logical I/Os induced by compactions are significant,
the actual physical I/Os are only 23.1%-40.6% of logical ones.

Scalability. Figure 7(c.2) illustrates HaSiS’s scalabil-
ity. We measure OLTP/OLAP throughputs by increasing
concurrent clients from 10 to 80. As shown, HaSiS’s
OLTP/OLAP throughputs linearly scale up from 10 clients
(110.7KOPS/0.32QPS) to 50 clients (168.9KOPS/1.5QPS).
The performance increment diminishes when exceeding 50
clients since the storage bandwidth and computation resources
of the experiment platform become the system bottleneck.

5.2 Performance of OLTP and OLAP
• Transactional Operations (OLTP). We compare the OLTP
performance of HaSiS with two representative OLTP systems,
MySQL and PostgreSQL, in terms of average throughput and
latency shown in Figure 8(a). We also involve RS, which
adopts the per-page logging for blind updates, as the ideal
performance baseline. The results show that HaSiS achieves
competitive performance even compared to RS, and superior
performance relative to MySQL and PostgreSQL.

HaSiS demonstrates slightly lower throughputs of In-
sert/Update/Lookup compared to RS that employs a 16KB
row page with less write amplification during major com-
paction, as opposed to HaSiS which needs to rewrite a larger
128KB column page. However, leveraging modern NVMe
SSDs capable of efficiently managing batched I/Os, the over-
head can be minimized to within 5.11% (throughput) and
5.82% (latency). For Scan operations, HaSiS outperforms RS
in both throughput (49.36%) and latency (26.92%). This ad-
vantage stems from HaSiS’s capability of executing sub-page
queries on large column pages, whereas RS requires multiple
random retrievals of smaller (16KB) data pages.
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Figure 9: Effects of HaSiS optimizations.
• Analytical Operations (OLAP). Figure 8(b) illustrates the
efficiency of HaSiS in handling analytical queries compared
with CS and Parquet. Parquet is a widely used column format
known for its performance in analytical queries on large-
volume datasets. We choose 12 representative query plans
from the TPC-H and translate them into SQL queries. These
query plans do not include the ultra-long queries designed for
full-table scans that simulate breakdown report tasks. HaSiS
demonstrates marginal performance overhead compared to
both CS (less than 7.71%) and Parquet (less than 7.12%)
across all query types. The CS approach facilitates selective
access to relevant column values within each 128KB page
for less read amplification. Parquet employs a condensed
data structure optimized for large datasets. In line with them,
HaSiS adopts PAX-based column pages to store the majority
of the data. When accessing a column page, only a sparse delta
page needs to be additionally retrieved. These sparse delta
pages, being highly compressible and contiguously stored,
add minimal overhead to read performance.

5.3 Effects of Optimizations
• Space usage and I/O amplification. Figure 9(a) com-
pares the logical/physical space usage and physical I/O am-
plification of HaSiS with RS, CS and TiDB. HaSiS requires
164.2GB/74.1GB of logical/physical storage space. The larger
logical space (15.4% more than CS) is due to the allocation
of sparse pages dedicated to processing transactional updates.
However, using CSD with transparent compression can ef-
ficiently compress these sparse delta pages. As a result, the
physical space requirement of HaSiS is only marginally higher
(by 2.16%) than that of CS. For a detailed comparison, due to
the sparse management of column data, HaSiS occupies more
logical space (14.5%) than TiDB in column storage. After
compression, the column storage space of HaSiS is 55.3% of
that of TiDB. Moreover, HaSiS demonstrates the lowest level
of physical I/O amplification, which stands at 37.4%, 42.5%
and 69.5% of that observed in RS, CS and TiDB.
• Effects of the hybrid buffer pool. Figure 9(b.1) illustrates
the linear increments of OLTP/OLAP performance and hit
ratio of HaSiS across different buffer pool ratios (1% to 50%
relative to the dataset size). This growth becomes negligible
when the ratio exceeds 10%, given the insignificant locality

of TPC-C. The OLAP performance remains consistent across
all scenarios as we allow OLAP queries, which also show
poor locality, to bypass the buffer pool, making them largely
unaffected by buffer pool size changes.

Figure 9(b.2) shows the effectiveness of the hybrid buffer
pool. For comparison, we disable the bypassing of OLAP
queries (“PAX-through”) and the mini-page-based hybrid
page (“No-mini”) that directly uses the entire hybrid page as
the basic I/O unit. HaSiS delivers preferable OLTP/OLAP
performance and hit ratios compared to PAX-through and
No-mini. PAX-through shows the worst hit ratio and perfor-
mance as it allows OLAP queries (rarely re-accessed) to go
through the buffer pool, leading to severe pollution and I/O
contention. Without mini-pages and the invalidation-based
approach, hybrid pages have to be frequently evicted from the
buffer pool, leading to sub-optimal performance.
• Effects of multi-version storage. Figure 9(c) shows the
space usage and performance considering the multi-version
storage by varying the OLAP projection. A higher projection
indicates a broader range of column values (i.e., more hybrid
pages) being retrieved. As depicted, the logical space usage
increases with the increment of AP projection, due to the ad-
ditional allocation of delta pages for reserving history records
being accessed by OLAP queries. However, leveraging the
in-storage compression of CSD which is capable of compress-
ing these sparse over-provisioned delta pages, the physical
space usage remains stable (70.1GB to 78.2GB) despite the
increase in AP projection. Meanwhile, the OLTP throughput
remains stable regardless of the increasing AP projection.
• Effects of page size. Figure 9(d) shows the OLTP/OLAP
performance considering different column page sizes (from
16KB to 2048KB) of HaSiS. The delta page remains 16KB for
all cases. As shown, increasing column page size contributes
to reduced OLAP latency (larger batches during OLAP scan),
but leads to worse OLTP throughput (higher write amplifi-
cation during OLTP updates), and vice versa. Therefore, we
choose 128KB, which achieves the balanced OLTP and OLAP
performance, as the default column page size for HaSiS.
• Effects of parallelism. Figure 9(e) illustrates the effects of
partition sizes, from 500K (e.g., if more than 500K records are
indexed by one B+-Tree, it is partitioned as two trees) to 25K.
As shown, with the finer-grained partition, both OLTP and
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Table 2: Performance and space usage under CSD and SSD.

Device
TP Throughput

(KOPS)
AP Response
Time (sec/op)

Space Usage
(GB)

CSD-3310 139.6 3.12 71.2
SN570-SSD 139.4 3.11 168.7

OLAP performance improves due to better parallelism, which
is achieved by finer-grained locking, as a smaller partition
allows a fewer number of partitions to be accessed per opera-
tion: the measured lock duration time of OLTP and OLAP is
reduced from 61.7µs/op (µs per operation) to 3.14µs/op and
2.31s/op (second per operation) to 1.12s/op, respectively.
• Effects of segment. Figure 9(f) shows the effects of the seg-
ment size (from 50MB to 1,000MB) of the global log, in terms
of performance and recovery time. The observed increase in
OLTP performance is significant (91.2%) when increasing
the segment size to 100MB, and then it diminishes when it is
larger than 100MB, as the benefits of accumulating temporary
transactional updates diminish. The OLAP performance is
stable (variance up to 2.64%). The recovery time of HaSiS
climbs from 4.1ms to 155.5ms with increasing segment size.
The larger the segment is, the more temporary logs need to be
replayed during recovery, resulting in a longer recovery time.
• Performance under heavy-hitter workloads. Extremely
overlapping OLTP and OLAP requests could cause a blocking
effect between TP and AP operations. To exhibit the worst-
case behaviors of HaSiS, we manually insert OLTP updates
into TPC-C requests at different TP repeating ratios, from
10:1 to 500:1. Under the 10:1 case, for example, we insert
one OLTP update identical to one of the previous ten OLTP
requests. By doing so, we arbitrarily create “hot zones” un-
dergoing intensive OLTP updates and are retrieved (blocked)
by currently running OLAP queries. We choose Q10, Q5,
and Q3 from the TPC-H workloads (from large to skewed
scan range). In Figure 9(g), in Q3, OLTP/OLAP performance
improves since fewer delta pages are required to temporarily
maintain the blocked updates, as shown in Figure 9(h). Q5
and Q10 exhibit similar trends. Note that this case (rarely oc-
curs in practice) only demonstrates the worst-case behaviors
as analytical queries normally exhibit no localities.

• Effects of CSD. We demonstrate the effect of close integra-
tion of HaSiS and CSD by deploying HaSiS on a CSD and
comparing with that on a 1TB Western Digital SN570 NVMe
SSD. Shown in Table 2, by leveraging high bandwidths of
modern SSDs, HaSiS, benefiting from its compaction-enabled
batched I/Os, demonstrates superior OLTP/OLAP perfor-
mance with both CSD and NVMe SSDs. However, without
transparent compression, HaSiS on a normal SSD consumes
over twice physical storage space due to the sparsely man-
aged per-page logs, highlighting that CSD with transparent
compression plays an essential role in the HaSiS design. In
addition, HaSiS can scale effectively across multiple CSDs,
leveraging their combined bandwidth and extended sparse
data management capabilities. Thus, HaSiS can handle in-
creasing workload demands and larger datasets while main-
taining high performance and storage efficiency.

6 Other Related Work

Proteus [1] and FSM [8] dynamically adjust the row/column
data format in adaptation to workload changes. Dziedzic
et al. [24] proposes to adaptively allocate CPU resources
between OLTP or OLAP tasks depending on workload de-
mands. These solutions tend to have a prolonged period for
data reorganization or resource reallocation, which impacts
data freshness and system speed performance. P-Tree [60]
is an in-memory column-based store that only merges in-
dex changes when transactional updates necessitate modi-
fications to the global index layout. It can achieve instant
data freshness and efficient index utilization, which however
may compromise OLTP performance since each update re-
quires time-consuming exclusive reorganization of the index.
CedarDB [55], assuming row pages are hot and column pages
are cold, may result in performance inefficiencies: OLTP
updates to column pages and OLAP queries on row pages
could cause significant write and read amplification. Tobias
et al. [63] proposed an update-aware Near Data Processing
(NDP) architecture that accumulates host-side update deltas
and shares them with computational storage for in-situ OLAP
execution. AIDE [38] proposed an intermediate-layer method
for databases to offload vendor-specific OLAP executions
to computational storage. Considering the ever-changing na-
ture of data, these NDP solutions, which offload computation-
heavy OLAP tasks to in-storage computing, still have to face
the challenge of maintaining data freshness.

7 Conclusion
This paper presents HaSiS that effectively harnesses the capa-
bilities of emerging Computational Storage Devices (CSDs)
with built-in transparent compression. HaSiS addresses the
longstanding trade-off between data freshness and perfor-
mance in HTAP systems by leveraging CSD’s ability to create
sparse data structures on storage without impacting physical
capacity. We propose a single-index design to achieve instant
data freshness and a hybrid page approach to decouple OLTP
performance from OLAP efficiency. The efficacy of HaSiS
has been thoroughly evaluated and validated through com-
prehensive experiments on a commercially available CSD
platform equipped with built-in transparent compression.
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