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Abstract
Memory-bound stalls account for a significant portion of CPU
cycles in datacenter workloads, which makes harvesting them
to execute other useful work highly valuable. However, main-
stream implementations of the hardware harvesting mecha-
nism, simultaneous multithreading (SMT), are unsatisfactory.
They incur high latency overhead and do not offer fine-grained
configurability of the trade-off between latency and harvesting
throughput, which hinders wide adoption for latency-critical
services; and they support only limited degrees of concur-
rency, which prevents full harvesting of memory stall cycles.

We present MSH, the first system that transparently and effi-
ciently harvests memory-bound stall cycles in software. MSH
makes full use of stall cycles with concurrency scaling, while
incurring minimal and configurable latency overhead. MSH
achieves these with a novel co-design of profiling, program
analysis, binary instrumentation and runtime scheduling. Our
evaluation shows that MSH achieves up to 72% harvesting
throughput of SMT for latency SLOs under which SMT has
to be disabled, and that strategically combining MSH with
SMT leads to higher throughput than SMT due to MSH’s
capability to fully harvest memory-bound stall cycles.

1 Introduction
CPU cores are valuable resources in datacenter infrastructure.
To meet the ever-growing computation demand, there have
been extensive software efforts in harvesting idle CPU cycles
and keeping cores fully utilized [7, 43, 52, 88, 94]. While dif-
fering in mechanisms, these works share a similar harvesting
scheme: “scavenger” instances (e.g., spot VMs, batch jobs)
temporarily run on cores that primary instances are not ac-
tively using. Their common performance goal is to have scav-
enger instances fully utilize the idle cycles without slowing
down primary instances. Minimizing negative performance
impacts is particularly important for latency-critical services
as their increased latencies directly affect user experience.

Unlike prior efforts that harvest cores that are idle for a
relatively long period of time, e.g., allocated but unused cores
of the primary VM, we focus on memory-bound CPU stall
cycles. These are cycles that cores transiently stall while
waiting for memory accesses to finish. Although each lasts

only a few hundred nanoseconds, memory-bound stalls can
happen frequently and account for a significant portion of
CPU cycles [10, 23, 45, 78]: more than 60% for some widely-
used modern applications, which implies substantial benefits
harvesting these stall cycles. However, the current hard-
ware harvesting mechanism, simultaneous multithreading
(SMT), is unsatisfactory. First, SMT is known to likely
lead to significantly increased latencies, as it focuses solely
on multiplexing instruction streams to best utilize core re-
sources [37, 74, 83, 84]. Moreover, SMT does not allow
fine-grained control over the tradeoff between primary la-
tency and scavenger throughput, which is needed to maxi-
mize CPU utilization under a latency SLO. As a result, for
latency-critical services, a common compromise is thus to
avoid using SMT for better performance, at the cost of wast-
ing stall cycles [18, 19, 55, 69]. Lastly, there are cases where
SMT can not fully harvest memory-bound stall cycles: mod-
ern CPUs often support only limited degrees of concurrency
(e.g., 2 threads per physical core in the case of Intel’s Hyper-
threading), which are insufficient when concurrent threads
frequently incur cache misses [44, 45, 72].

In view of the significance of memory-bound CPU stalls
and the drawbacks of SMT as the hardware harvesting mech-
anism, our goal is to design a system that harvests these stall
cycles in software. This system should meet several require-
ments. First, it should be transparent to applications and
require no additional rewriting efforts from developers. As a
result, it will resemble SMT in terms of being conveniently
applicable to any code, including legacy code. The other
requirements then demand improving upon the drawbacks of
SMT. Specifically, it should efficiently and fully harvest the
memory-bound stall cycles, and it should do so while intro-
ducing minimal latency overhead to the primary instance.

A recent proposal [57] discusses the possibility of transpar-
ently hiding the latency of cache misses in software with the
combination of light-weight coroutines [25, 28, 64, 79] and
sample-based profiling [17, 47, 82]. The former allows inter-
leaving of primary and scavenger coroutines with a switching
overhead much smaller than traditional threads of executions
like processes and kernel threads; whereas the latter makes
it possible to do it transparently, as we could identify likely

USENIX Association 18th USENIX Symposium on Operating Systems Design and Implementation    57



locations of cache misses via profiling. This is a key real-
ization that our work builds upon. However, there remains
to be a set of challenges toward building a software system
that harvests memory-bound CPU stall cycles and meets the
aforementioned requirements. First, to improve harvesting
efficiency, we have to minimize the amount of register savings
and restorations for each yield, while ensuring the correctness
of program executions. Second, to introduce minimal latency
overhead, scavengers need to yield back the core soon after
they have consumed enough stall cycles, which is challeng-
ing given that programs have complex and dynamic control
flows. Third, to fully harvest stall cycles, we need to detect
when a higher degree of concurrency is needed and properly
interleave the executions of multiple scavengers. Lastly, it is
challenging to transparently interleave scavenger executions
with a primary binary that has an internal threading structure.

To overcome these challenges, we present Memory Stall
Software Harvester (MSH), the first system that transparently
and efficiently harvests memory-bound CPU stall cycles in
software. MSH makes full use of stall cycles while incurring
only minimal latency overhead. MSH fulfills all the require-
ments with a novel co-design of profiling, program analysis,
binary instrumentation and runtime scheduling. To use MSH,
users simply provide unmodified primary binaries and a pool
of scavenger threads, and MSH takes care of running scav-
enger threads with stall cycles of the primary binaries.

Internally, MSH operates in two logical steps. First, after
profiling the primary and scavenger code, MSH statically in-
struments them at the binary level, by leveraging information
obtained via profiling and program analysis. Specifically, for
both primaries and scavengers, MSH inserts a prefetch instruc-
tion followed by yielding to either a primary or a scavenger
coroutine (configured in runtime, discussed below), before
selected load instructions that frequently incur cache misses
according to profiled data. In addition, MSH places additional
yields in scavengers to ensure that they timely relinquish their
core. The first two of the aforementioned challenges are re-
solved in this step. For the primary binaries, MSH carries out
various optimizations to reduce the amount of register savings
and restorations for each yield by analyzing register usage
and program structures. For the scavenger, MSH conducts a
forward data flow analysis that also takes in profiled data to
decide additional yield points, so that the distance between
consecutive yields is bounded to a configurable threshold.

In the second logical step, when executing a primary binary,
MSH sets up and dynamically assigns scavengers to active
primary threads. The last two challenges regarding scavenger
scheduling and concurrency scaling are tackled in this step.
MSH intercepts function calls that change the status of pri-
mary threads and efficiently adjusts the scavenger assignment.
This allows MSH to transparently schedule scavengers on top
of the primary’s threading structure. To support on-demand
concurrency scaling, MSH performs two operations: assign-
ing multiple scavengers to a primary thread and configuring

scavengers so that they yield to the right target. For the former,
MSH decides the number of scavengers assigned to a primary
thread by estimating and bounding the likelihood of not full
harvesting stall cycles. For the latter, MSH instruments yields
in scavengers that are close to each other to yield to the next
scavenger instead of the primary thread. MSH’s runtime then
takes care of correctly setting up the targets of these yields.

We implement MSH’s offline parts on top of Bolt [67], an
open-source binary optimizer built on the LLVM framework,
and MSH’s runtime as a user-level library1. We evaluate MSH
with unmodified syntactic and real applications and show that
MSH is general enough to harvest stall cycles from all of
them. Compared with SMT, MSH offers superior harvest-
ing performance in three aspects: first, MSH incurs minimal
latency overhead and achieves up to 72% harvesting through-
put of SMT, for latency SLOs under which SMT has to be
disabled. Second, as a configurable software solution, MSH
enables users to have fine-grained control over the tradeoff
between primary latency and scavenger throughput. Third,
MSH can fully harvest memory-bound stall cycles via concur-
rency scaling, achieving up to 2x higher throughput than SMT
when scavengers frequently stall. Moreover, we show that by
strategically combining MSH with SMT, one could achieve
higher throughput than SMT due to MSH’s ability to fully
harvest memory-bound stall cycles. Lastly, we extensively
evaluate MSH’s main components and show that they play a
vital role in achieving MSH’s superior performance.

In summary, the contributions of this paper are: (i) a trans-
parent and efficient approach to harvest memory-bound CPU
stall cycles in software; (ii) the detailed design and imple-
mentation of a system (MSH) based on this approach, which
involves a co-design of profiling, program analysis, binary
instrumentation, and runtime scheduling; (iii) an evaluation
with real applications showing that compared with SMT, MSH
can deliver high scavenger throughput under stringent primary
latency SLOs and fully harvest memory-bound stall cycles. In
addition to presenting the design, implementation, and evalu-
ation of MSH, we extensively discuss other related aspects in
§8. These include isolation mechanisms that can be integrated
with MSH to ensure memory safety, hardware support that
can enhance MSH’s performance and so on. Our hope here is
to motivate greater efforts in delivering these critical aspects.

2 Background and Motivation
Memory-bound stalls: Memory-bound stalls, where cores
stall and wait for memory accesses to finish, were reported to
be a dominant source of CPU overhead for datacenter work-
loads. To see this, we perform a top-down analysis [90] on
two latency-critical applications. This analysis classifies CPU
pipeline slots into four categories: retiring, frontend-bound,
bad speculation and backend-bound. The last three corre-
spond to different overhead, and backend-bound stalls can be
further divided into core-bound or memory-bound stalls. Our

1MSH is publicly available at https://github.com/sosson97/msh.
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Figure 1: Top-down analysis of Sphinx and Masstree; mem-
ory stalls account for 25% and 31% of cycles respectively.

Figure 2: (a) P95 latency of Masstree when running by itself
vs. co-locating with a Scan scavenger; (b) SMT is unable to
harvest stall cycles under low latency SLOs.

analysis confirms the dominance of memory-bound stalls, as
they account for 25% and 31% of total cycles for Masstree
and Sphinx respectively (Figure 1). While there have been
extensive efforts on reducing memory stalls, it is generally
infeasible to eliminate them (§7). In this work, we focus
on the alternative approach of harvesting these stall cycles
to execute useful work, where simultaneous multithreading
(SMT) is the representative hardware mechanism.
Drawbacks of SMT: However, SMT, as a harvesting mecha-
nism, suffers from three main drawbacks2 that we next show:

• Latency overhead: SMT focuses solely on multiplexing
instruction streams to best utilize CPU cores. As a result, it
significantly increases the primary latency if the scavenger
creates notable contention on core resources. This is prob-
lematic as it is common to co-locate latency-critical tasks
that have stringent latency SLOs, with best-effort tasks
that are resource-hungry. To see the latency overhead of
SMT, we measure the latency of Masstree while running a
synthetic Scan scavenger on its sibling cores. Scan is a rep-
resentative of contending scavengers: by iterating a 4MB
array and computing the sum, it consumes L1/L2 caches
and core resources like ALU. As shown in Figure 2-(a),
compared with running on dedicated cores, harvesting stall
cycles via SMT leads to 92x higher latency of Masstree
at 40% load. Such a behavior is widely observed in prior
studies, thus it is common to avoid using SMT for latency-
critical services at the cost of wasting cycles.

• Lack of Configurability: Related to the large latency over-
head, another drawback of SMT that hinders its uses for

2These drawbacks apply to SMT of most modern processors (e.g., Intel’s
and AMD’s), with IBM Power as an exception, discussed further in §7.

latency-critical services is the lack of fine-grained config-
urability. Given a latency SLO, what is needed to maxi-
mize CPU utilization is a knob that controls the extent of
resource sharing and hence the tradeoff between primary
latency and scavenger throughput. However, with SMT,
one can only decide whether to turn it on or off, which is
too coarse-grained to be useful. To see this, we compute
the maximum achievable Scan scavenger throughput under
different Masstree latency SLOs for the experiment above.
Here we set the SLO to be the latency under 30% load. An
ideal mechanism should gracefully harvest cycles propor-
tional to the latency budget given. In contrast, as shown
in Figure 2-(b), with SMT, one has to turn off SMT and
effectively achieve zero scavenger throughput when the
latency SLO is lower than SMT latency. Even after SMT
is on, it can not harvest more cycles when looser latency
SLOs are given. Neither of these two ends is desirable.

• Incomplete harvesting: Lastly, SMT often can not fully
harvest memory-bound stall cycles, especially when con-
current threads frequently incur cache misses. This is be-
cause the mainstream 2-wide SMT does not have sufficient
degrees of concurrency to harvest the bulk of memory stalls.
Note that while increasing the width of SMT helps with this
issue, it requires dedicating more hardware resources and
worsens the already problematic latency overhead issue.
We aim to design a software system that harvests memory-

bound stall cycles, is as generally applicable and convenient
to use as SMT, and improves upon the drawbacks of SMT.
Software opportunities: There are two capabilities a soft-
ware mechanism needs for harvesting memory stall cycles:
(i) transparently detecting the presence of memory stalls and
(ii) efficiently interleaving the executions of primaries and
scavengers. The former is challenging, because cache misses
are not exposed to software, and manually identifying stalls is
burdensome and error-prone. The latter requires much smaller
switching overhead than traditional threads of execution like
kernel threads. A recent proposal [57] discusses the opportu-
nity of enabling these two capabilities via a combination of
light-weight coroutines and sample-based profiling:
• Sample-based profiling: By using hardware performance

counters in modern CPUs, such as Intel’s PEBS [3] and
LBR [47], one could profile binaries with no special build
and negligible run time overhead. Thanks to these merits,
sample-based profiling has been widely used in production
for profile-guided optimizations (PGO) [17, 30, 66–68].

• Light-weight coroutines: Context switches of coroutines
are orders of magnitudes cheaper than traditional threads
of execution. This is because as a user-space mechanism
within a single process, coroutine context switch requires
no system calls nor changes to virtual memory mappings.
Building on these two techniques, MSH is the first software

system that transparently and efficiently harvests memory-
bound stall cycles. Next, we present an overview of MSH.
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3 MSH Overview
In this section, we discuss MSH’s overarching goals, deploy-
ment scenarios, high-level approach as well as overall flow.
Goal: Our goal is to transparently harvest memory-bound
stall cycles from any application, while overcoming SMT’s
performance limitations. We thus distill four requirements
that MSH as a software harvesting system should meet:
• Transparent: The system should be transparent to applica-

tions. It thus requires no rewriting effort from developers
and is applicable to any code, including legacy code.

• Efficient: The system should efficiently utilize the stall
cycles for scavenger executions, which demands extremely
low overhead from the harvesting machinery.

• Latency-aware: The system should incur minimal latency
overhead and allow fine-grained control over the trade-off
between primary latency and scavenger throughput.

• Full-harvesting: The system should fully harvest stall
cycles by interleaving sufficient scavenger executions, es-
pecially when scavengers also incur frequent cache misses.

Deployment scenario: System operators can use MSH to
harvest stall cycles of any application written in compiled
languages. MSH handles scavenger’s offline instrumentations
and runtime executions. MSH assumes that it is safe to run
these scavengers alongside the primaries [92], e.g., they are
crash-free and access memory safely. Ensuring safety prop-
erties with techniques like verification and information flow
control [14, 35, 62] is left to future work. MSH can be seam-
lessly integrated with existing profiling systems deployed for
PGO [17,30,68]. MSH is well suited for when latency-critical
and best-efforts tasks are co-located in the same machine, a
common arrangement in production [27, 55, 61, 93]. In this
case, latency-critical tasks serve as the primary, whose stall
cycles are harvested for the best-effort tasks.
Approach: MSH uses a novel co-design of binary instrumen-
tation, profiling, program analysis, and runtime scheduling,
each of which plays a role in meeting the requirements above:
• Binary instrumentation: MSH instruments primaries and

scavengers so that they are amenable to stall cycle harvest-
ing. Operating at the binary level provides visibility of
low-level information, e.g., register usage and basic block
control flows, which is needed by MSH’s program analysis.

• Profiling: With sample-based profiling, MSH decides loca-
tions to harvest stall cycles without requiring efforts from
developers. Profiling also allows MSH to use dynamic
information, e.g., basic block latency and branching proba-
bility, to achieve high accuracy in its program analysis.

• Program analysis: MSH leverages program analysis to
achieve efficiency, full-harvesting and latency-awareness.
For efficiency, MSH minimizes the amount of register sav-
ings and restorations for yields. For full-harvesting, MSH

directs yields in scavengers that are close to each other to
another scavenger. For latency-awareness, MSH bounds
the latency between adjacent yields in scavengers.

• Runtime scheduling: MSH’s runtime schedules scavenger
executions on top of the primary’s internal threading struc-
ture. It enables MSH to fully harvest stall cycles with
available scavengers, by assigning multiple scavengers to
a primary thread to scale up concurrency and migrating
scavengers from blocked primary threads to active ones.

Overall Flow: MSH performs both offline and run-time op-
erations (Figure 3). In the offline phase, MSH transforms
the primary and scavenger binaries so that they are amenable
to stall cycle harvesting. Specifically, MSH first profiles the
binaries and obtains information needed by program analysis
and later binary instrumentation: load instructions that in-
cur cache misses, indicating where CPU stalls happen; basic
block latencies and execution counts as well as branching
probability, which are used by the primary and scavenger in-
strumentations. After profiling, MSH analyzes the binaries
and extracts information that later guides the instrumentations.
For each yield site, where a yield is inserted to harvest stall
cycles of a delinquent load, MSH identifies a minimal amount
of register savings and restorations that still ensures program
correctness, by analyzing register usage and program struc-
tures. For scavengers, MSH conducts a data flow analysis to
decide the locations of additional yields, so that the expected
inter-yield latency is bounded. Most of the analysis is de-
signed to be intra-procedural, the complexity of which thus
scales only sublinearly with program sizes. Lastly, based on
the analysis results, MSH instruments the binaries.

The instrumented primary binaries contain so-called “pri-
mary” yields to expose CPU stalls: each primary yield is
inserted before a selected load instruction and prefetches the
cache line before yielding to a scavenger. As for instrumented
scavengers, they also contain primary yields before selected
load instructions, with default yield targets being a primary
thread. The special case is when primary yields are close
to each other: the target of these “special” primary yields is
set to another scavenger to scale up concurrency. Scavengers
also contain so-called “scavenger” yields, which are placed
to ensure that scavengers relinquish their cores in a timely
manner. We present the design of primary and scavenger
instrumentations in §4.1 and §4.2.

At runtime, MSH interleaves the executions of instru-
mented primaries and scavengers by dynamically assigning
scavengers to active primary threads, which means that MSH
does not require pre-determined or static pairings of primaries
and scavengers. To do that, MSH tracks the status of primary
threads by intercepting relevant function calls and adjusts
scavenger assignment accordingly. When a new thread is
created, MSH either steals the scavengers of a blocked thread
or fetches scavengers from the scavenger pool. If a thread
is blocked or ended, MSH marks its scavengers as stealable.
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Figure 3: MSH system overview. Offline: MSH profiles and analyzes primaries and scavengers. It then instruments the primaries
to yield control to scavengers at likely memory stall sites, with scavengers returning control to primaries within a bounded time.
Runtime: MSH sets up a scavenger pool and dynamically assigns scavengers to each active primary thread.

When a thread later resumes, it will first attempt to reuse its
previously assigned scavengers, before falling back to get-
ting new scavengers like the thread creation case. Multiple
scavengers could be assigned to a primary thread to scale up
concurrency. MSH’s runtime performs all these operations
efficiently, and its design is later presented in §4.3.

4 Design
MSH consists of three components: primary instrumentation
(§4.1), scavenger instrumentation (§4.2) and a runtime (§4.3).

4.1 Primary Instrumentation
Primary instrumentation allows MSH to prefetch and yield

before load instructions that incur cache misses to expose stall
cycles. This should be transparent – requiring no assistance
from developers, and efficient – leaving most stall cycles for
scavengers. MSH achieves transparency by selecting yield
sites based on profiled data, and efficiency by minimizing reg-
ister savings/restorations for each yield via program analysis.
Profile-guided yield instrumentation: MSH selects loca-
tions that both account for a significant portion of memory-
bound stalls and have a high likelihood of L3 cache misses:
the former indicates substantial stall cycles, and the latter
allows less impact to the primary’s latency. To support this,
MSH obtains two pieces of information via profiling: load
instructions with L2/L3 cache misses and execution counts
of basic blocks.. MSH then adopts a two-step selection logic.
First, MSH sorts load instructions whose cache miss rates
are higher than a threshold by their frequencies. Second,
MSH estimates the latency overhead for each load instruction
by multiplying its frequency with its cache hit rate and the
memory access latency. MSH then goes down the sorted
list, includes a load instruction if the aggregate overhead falls
below a provided bound, and skips otherwise. This selec-
tion logic maximizes harvesting opportunities by prioritizing
frequent load instructions, while limiting the overall latency
overhead. Both the cache miss threshold and overhead bound
are configurable parameters that affect the tradeoff between
primary latency and scavenger throughput (§6.4).

For each selected load instructions, MSH instruments a
prefetch instruction for the same address, followed by a yield
that consists of two parts: register savings/restorations and

control passing. The former accounts for most of the yielding
overhead, and as we will describe next, MSH minimizes it
while ensuring correctness of program executions. For control
passing, MSH instruments the primary to swap its instruction
and stack pointer with the ones of an assigned scavenger that
the primary reads from a per-thread data structure (§4.3). The
instrumented code also reads a flag that indicates whether to
bypass the yield and directly resumes. This allows the runtime
to turn off stall cycle harvesting for instrumented primaries
and avoid the latency overhead of scavenger executions.
Yield cost minimization: Minimizing the yield cost is impor-
tant for two reasons. First, it improves harvesting efficiency:
the less cycles spent on the yielding machinery, the more
cycles available for executing scavengers while the primary
stalls. Moreover, it reduces the latency impacts to the primary,
especially when an instrumented load instruction results in a
cache hit and only stalls for a short amount of time.

Register savings and restorations are the dominant cost for
yields. MSH thus performs various optimizations to reduce
them while ensuring correctness of the program executions.
To avoid preserving every register, MSH first leverages reg-
ister liveness analysis [71], a form of data-flow analysis that
determines for each program point the set of “live” registers
whose values will likely be used later. Given that register live-
ness is conservative, meaning that a register will be identified
as live as long as there is any potential program path that may
read its current value, by preserving live registers at the yield
site, we are guaranteed to not violate the program correctness.

While saving only live registers reduces the yielding over-
head, the cost saving is small for functions with non-trivial
control flows, where most registers are considered live. To
further reduce the cost, MSH builds on an observation: be-
sides what registers to preserve, where these register savings
and restorations take place also plays an important role in
the yielding overhead. In particular, the naive approach of
placing register savings and restorations at yield sites leads to
unnecessary overhead. This is because there can be multiple
yields between a definition of a register and its correspond-
ing uses that repeatedly save and restore the register’s value
as the register is indeed live. To fix this, the key insight is
to align register savings/restorations with register definition-
s/uses. Intuitively, if we were to save/restore the register at
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Figure 4: Loop optimization in primary instrumentation.

its definition/use sites, we can remove the redundancy due
to having multiple yields in between the definition-use pairs,
while still correctly preserving program semantics.

However, placing register savings/restorations at its def-
inition/use sites for arbitrary program structures is highly
complicated and potentially undesirable. Specifically, for cor-
rectness, one needs to identify all the definition sites, whose
definitions are likely to reach the yielding point, as well as all
the use sites that likely read these definitions. Instrumenting
at all these scattered locations requires a substantial amount
of work. Moreover, it is inevitable that some definition-use
pairs have paths that do not go through the yield point. This
means that there is register saving/restoring overhead even
when the function does not yield, which could lead to overall
increased overhead, if these cases happen frequently.

Instead of handling arbitrary program structures, MSH fo-
cuses on loops: it is often the case that a large portion of yields
reside in loops, which make them valuable targets for opti-
mizations. More importantly, the unique structure of loops
allows MSH to perform per-loop register savings or restora-
tions. As shown in Figure 4, most loops can be restructured
to have a preheader and some dedicated exits: the former
dominates the loop body whereas the latter post-dominate
it. As a result, any paths traversing the loop will enter the
preheader and leave one of the exits. MSH can thus simply
place register savings and restorations at the preheader and
exits, respectively, to ensure correctness for yields within
the loop. Moreover, as long as more than one loop iteration
goes through the yielding point, such a placement leads to
strictly fewer register savings and restorations than the yield-
site placement. In practice, this improvement is significant
as the operation now happens once per loop instead of once
per iteration. For registers that only have either uses or defi-
nitions within the loop body (R2 and R3 in Figure 4), MSH
adopts a hybrid approach that places either saving or storing
at the preheader/exit and the other at the yield site. To enable
such loop optimizations, besides register liveness analysis,
MSH performs reaching definition analysis to track the rel-
evant definitions and uses for live registers, as well as loop

simplification to transform feasible loops.
Besides when there are yields directly within a loop, MSH

optimizes for another common case, where a function called
within loops contains a single yield point. In particular, for
a function that has unused callee-saved registers, we need to
preserve values of these registers at the function boundary to
abide by the calling convention. However, when such func-
tions are called in loops, they incur redundant overhead due
to per-iteration saving and restoration. To address this issue,
MSH performs an optimization that we call “pseudo-inlining”:
MSH effectively inlines the target function by creating a copy
of the function, for which the values of unused callee-saved
registers are not preserved, and redirecting calls in loops to-
wards this copy. MSH then leverages its loop optimization
technique to save and restore the values of these unused callee-
saved registers at the loop granularity as much as possible.
MSH ensures that the original copy complies with the calling
convention, so that other calls to the function take place cor-
rectly. Pseudo-inlining thus enables loop optimizations as if
the function were inlined, while being easy to implement and
creating minimal code expansion since the copy is shared.

In summary, MSH is strategic about what registers to pre-
serve and where operations take place. It achieves the former
by identifying live registers and the latter by exploiting per-
loop operations. This reduced yield cost then leads to lower
primary latency and higher harvesting efficiency (§6.4).

4.2 Scavenger Instrumentation
Scavenger instrumentation allows full stall cycle harvesting,

while incurring minimal latency overheads. To minimize
latency overhead, MSH places scavenger yields to bound
inter-yield distances. To fully harvest stall cycles, primary
yields that are too close to each other are directed to another
scavenger. Next, we describe the mechanism in detail.
Primary yields: MSH instruments yields for stalling load
instructions within scavengers in the same way as primary in-
strumentation: identifying yield sites via profiling and adopt-
ing optimizations to reduce yield costs. By default, these
primary yields relinquish the core back to the primary. The
special case is when some yields are too close to each other
to fully harvest stall cycles (e.g., yields within tight loops).
These special primary yields will continue to the next scav-
enger. To support this, the per-thread data structure managed
by runtime contains two targets (i.e., primary thread and next
scavenger) for each scavenger (§4.3). Normal and special
primary yields are thus instructed to read different targets.
Scavenger yields: With only primary yields, it could take ar-
bitrarily long for scavengers to yield back. MSH thus bounds
inter-yield distances via a data-flow analysis that (i) calcu-
lates the average distances between a basic block and the
current set of scavenger yields and (ii) inserts yields if some
distance is over the bound. Note that the accuracy of bound-
ing inter-yield distances affects the latency overhead, but not
the correctness of the primary’s execution. We next describe

62    18th USENIX Symposium on Operating Systems Design and Implementation USENIX Association



the state, transfer function and join operation of the analysis:
• State: The state of our analysis is a list of yields and their

average uninstrumented distances (in terms of time/cycles)
to the current program point. If the scavenger were to yield
here, these are the expected amount of time the scavenger
has consumed before relinquishing the core since the pre-
vious yield points. Note that only yields with paths to the
current program point that do not contain any other yield
are included in the list. Input and output states of a basic
block thus represent the uninstrumented distances before
and after the basic block execution. MSH focuses on these
states as they directly allow bounding inter-yield distances.

• Transfer function: This determines how the output state
of a basic block is calculated based on its input state. If
no new yields are added, the output state is simply the in-
put incremented by the average latency of the basic block.
This average latency can be computed with latency samples
from profiling, or estimated as the product of the number
of instructions and the scavenger’s CPI. If any of the incre-
mented distance is larger than the bound, MSH looks for a
subset of its incoming edges to instrument yields. As de-
scribed below, this will change the input (and consequently
output) state of the basic block to contain new yield points
and hopefully keep all the distances in the output within
bound. If no such subset can be found, MSH inserts a yield
at the end of the basic block and sets the output state to
have only this yield point with zero distance.

• Join operation: This determines how the input state of
a basic block is calculated based on the output states of
its predecessors. For predecessors whose incoming edges
are not instrumented, yields in their output states are all
included in the basic block’s input state, with distances
being weighted averages of the corresponding distances in
predecessors’ output states. The weights are proportional
to hotness of incoming edges, obtained via profiling. For
instrumented incoming edges, the predecessor’s output
state will not propagate, instead the inserted yield is added
to the basic block’s input state with zero distance.
For the analysis, MSH ignores back edges (loops are han-

dled later) and sorts basic blocks topologically, so that output
states of predecessors are available before a basic block’s
turn. MSH sets the input state of the entry basic block to
be a pseudo-yield named “function-start” with zero distance.
MSH then iteratively computes all the states with the transfer
function and join operation. Here, there are two aspects that
require careful treatments – loops and function calls:
• Loops: For each loop, MSH computes the expected unin-

strumented distance as a weighted average of the distances
of all uninstrumented paths from the header basic block
to the latch basic block, where weights correspond to path
hotness. If the distance is zero (i.e., all paths have yields),
no loop instrumentation is needed. Otherwise, MSH instru-
ments the back edge so that it yields every bound divided

by distance iterations. To do this, MSH uses an induction
register if available; otherwise MSH maintains a counter
with unused registers or in per-thread data structures.

• Function calls: One aspect omitted so far is the treatment
of function calls. For calls whose callee are unknown or
external, MSH treats them as normal instructions. For
uninstrumented external library calls that are known to be
expensive, we adopt the standard practice of instrument-
ing right before and after the calls [13, 58]. Instead, for
calls to local functions, MSH considers whether there are
uninstrumented paths (i.e., from entry to exits) in the callee
– if yes, distances in the basic block’s output state are in-
cremented by the average uninstrumented latency of the
callee; otherwise, since previous yields will be terminated
in this call, MSH resets the output state to have only a
pseudo-yield for the call with zero distance. The uninstru-
mented latency of a callee is computed with the distances
for the function-start entry in the output states of its exit
basic blocks. To use callee’s analysis results, MSH builds
a function call graph, ignores some calls to break loops,
and analyzes functions in a topological order.
In summary, MSH can scale up concurrency to fully harvest

stall cycles (§6.2) and manage latency impacts by enforcing
inter-yield distance bounds via data-flow analysis (§6.4).

4.3 MSH Runtime
MSH intercepts function calls and assigns scavengers to

active primary threads with minimal runtime overhead using
tailored data structures. Next, we present the runtime design.
Function interception: MSH intercepts three types of func-
tions: (i) functions starting a thread: e.g., pthread_create, (ii)
functions (likely) blocking a thread, e.g., pthread_mutex_lock,
and (iii) functions terminating a thread, e.g., returning from
the thread’s start routine. Note that if there are unintercepted
function calls that alter thread status, MSH’s correctness is un-
affected: e.g., if a thread gets blocked silently (from the view
of MSH), its scavengers will stay with the blocked thread, and
harvestings will continue normally once the thread resumes.
Runtime operations: MSH performs different operations
before/after intercepted calls to adjust scavenger assignment:
• Scavenger initialization: MSH initializes a new scavenger

before assigning it to a primary thread, which includes
loading the scavenger code, allocating its stack space and
setting the return address for MSH to track when it finishes.

• Scavenger assignment: MSH assigns scavengers to a pri-
mary thread by configuring yield targets. The target for pri-
mary threads is a scavenger, and the target for scavengers
is a primary thread by default, or another scavenger for spe-
cial yields. MSH assigns more scavengers to a thread until
the product of special yield ratios for scavengers is below
a threshold or the scavenger number reaches a maximum.

• Scavenger stealing: When a primary thread needs scav-
engers, MSH first attempts to “steal” existing scavengers.
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1 bool steal_scavengers(per_thread_ctx *t) {
2 for (per_thread_ctx *it: thread_list) {
3 if (CAS(it->stealable, true, false)) {
4 it->stolen = migrate_scavengers(t, it);
5 it->stealable = true;
6 if(!need_more_scavengers(t))
7 return true;
8 }
9 }

10 return false;
11 }
12 void get_scavengers(per_thread_ctx *t) {
13 if(!steal_scavengers(t)) {
14 fetch_scavengers_from_pool(t);
15 }
16 }
17 void enter_blockable_call(per_thread_ctx *t) {
18 t->stealable = true;
19 }
20 void exit_blockable_call(per_thread_ctx *t) {
21 while (!CAS(t->stealable, true, false)) {}
22 if (t->stolen) {
23 get_scavengers(t);
24 update_yield_targets(t->yield_contexts);
25 t->stolen = false;
26 }
27 }

Listing 1: Pseudocode for key functions of MSH’s runtime.

MSH ensures that each scavenger is assigned to at most
one active thread at any time, by marking the scavengers
of a thread as stealable before the thread gets blocked or
terminated and only re-assigning stealable scavengers.

• Scavenger fetching: When there are no stealable scav-
engers, MSH fetches new scavengers from a pool. These
scavengers should be initialized before getting assigned.

For functions starting a thread, MSH obtains scavengers
via stealing or fetching and initializes them if necessary be-
fore assigning them to the thread. For functions (potentially)
blocking a thread, MSH marks the thread’s scavengers as
stealable before the function call. After the call, MSH first
attempts to reuse the scavengers previously assigned to this
thread. If some scavengers were stolen, MSH obtains new
scavengers with the same logic as the one for thread creation
functions. Having “sticky scavengers” is good for cache lo-
cality, as scavengers mostly remain in the same core unless
the primary thread gets migrated by the kernel. Lastly, for
functions terminating a thread, before the thread destruction,
MSH marks its scavengers as stealable.
Data structures: MSH tailors its data structures to prioritize
critical events that are short but take place frequently, as over-
head added to them likely leads to performance degradation.
We identify two critical events: (i) primary and scavenger
yielding and (ii) primary threads quickly resuming after block-
ing calls. (i) requires primaries and scavengers to quickly
check their yield targets. (ii) occurs because a likely blocking
function may not block after all (e.g., synchronization calls).

MSH’s data structures are shown in Figure 5. For event

Figure 5: Data structures managed by MSH runtime. Some
fields are omitted due to space constraints.

(i), the goal is allowing primaries and scavengers to quickly
check their yield targets. A naive design is to have a per-
application data structure that stores the context for each
primary thread and scavenger. Such a context includes its
stack and instruction pointers, and a runtime allocated stack
in the case of a scavenger. Each primary thread has a per-
thread data structure that stores pointers to contexts. Such a
design, while intuitive, adds indirection overhead for yields:
each primary thread or scavenger first reads its pointer in the
per-thread data structure, in order to read its target’s stack
and instruction pointers (in a different cache line) from the
per-application structure. Given the high frequency and small
time budgets of yields, such a design is undesirable.

In contrast, MSH adopts a design that effectively removes
the indirection overhead for yields. MSH divides a scavenger
context into two parts: a “yield context”, containing informa-
tion needed for yielding to the scavenger, i.e., its stack and
instruction pointers; and a “coroutine context”, containing
other relevant information, e.g., the scavenger stack and a
pointer to the yield context. The coroutine context of each
scavenger is stored in a per-application data structure, as it is
in the naive design. As for the yield context, it is augmented
with indexes of its targets (so effectively pointers), and the
augmented yield contexts of the primary thread and its scav-
engers are stored contiguously on the primary’s per-thread
data structure. With this arrangement, each primary thread or
scavenger yields by reading two yield contexts, one of itself
and the other of its target. MSH minimizes the size of yield
contexts, so that these two yield contexts often reside in the
same cache line, resulting in little overhead. Moreover, since
scavenger stacks reside in the shared data structure, MSH
can easily migrate scavengers by setting up the targets in the
per-thread data structures, without having to copy their stacks.

For event (ii), MSH strives to minimize the overhead for
when a primary thread quickly resumes with no blocking and
no scavengers stolen. A naive design is to maintain the status
of each scavenger, whether it is stealable or has been stolen,
in a per-application data structure. This makes scavenger
stealing simple by just looking for stealable scavengers and
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changing their status to stolen. However, such a design com-
plicates the operations that a primary thread needs to perform
before and after a (likely) blocking call, which includes read-
ing and setting the status of all the assigned scavengers. This
process is unnecessarily expensive when there is no blocking.

In contrast, MSH optimizes for this case by leveraging
two per-thread flags: a “stealable” flag indicating whether
this thread is blocked, and a “stolen” flag indicating whether
some scavengers were stolen. As shown in Listing 1, before
a primary thread enters a blocking function, it simply sets the
stealable flag to be true. If it does not get blocked, it (i) waits
for the stealable flag to become true (explained later), which
will be immediate in this case, and (ii) resumes its execution
if the stolen flag is false. As a result, a primary thread that
quickly resumes at a blocking function only performs a read,
a write, and a CAS operation on a single cache line, which is
significantly less work than the baseline design.

To steal scavengers, a new thread attempts to compare-and-
swap the stealable flags of other threads from true to false. If
succeeded, this means that (i) that thread is blocked and (ii) no
other thread is stealing from this thread. The new thread then
steals the blocked thread’s scavengers by looking at their yield
contexts – if a scavenger’s yield context is valid, it copies the
yield context to its own per-thread structure before invalidat-
ing the context. The new thread ends its stealing by setting
both the stolen and stealable flags of the blocked thread as
true. Once the blocked thread resumes, it finds out that some
of its scavengers get stolen via the stolen flag, which triggers
the slow path of replacing its stolen scavengers with new ones.
In essence, by using per-thread flags, MSH expedites the
cases where the per-thread flags are untouched due to short
or no blocking. The cost of more complex scavenger stealing
is acceptable given that stealings happen infrequently.

To sum up, MSH is capable of dynamically assigning scav-
engers to primary threads for unmodified multi-threaded ap-
plications (§6.2) and does so with minimal overhead (§6.4).

5 Implementation
We prototype MSH’s offline parts on top of Bolt [67], a binary
optimizer, as well as perf [24], a sample-based profiler; and
MSH’s runtime as a user-level library. Next, we describe how
the four main components are implemented:
Offline profiling: MSH adopts the same set of profiling prac-
tices as prior sample-based profiling works [17,30,31,41,66–
68]: sampled inputs are used for profiling, and in the case of
input changes leading to notable performance degradations,
different profiling runs happen in the background. In practice,
MSH’s performance is observed to be consistent across dif-
ferent inputs. This is because programs often have a fixed set
of delinquent load instructions that trigger cache misses, an
insight that has been observed and exploited in cache prefetch-
ing works [11, 41, 54]. MSH parallelizes profile processing
across multiple cores to speed up the process.
Primary instrumentation: There are three phases: a profil-
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Figure 6: Primaries, scavengers and mechanisms evaluated.

ing phase, where we profile load instructions causing cache
misses via PEBS and basic block execution counts via LBR,
and parse profiled data; an analysis phase, where program
analysis results (e.g., what registers to save) are annotated in
relevant program points (e.g., load instructions, loops); and an
instrumentation phase, where binaries are finally altered. We
reuse register liveness and reaching definition analysis from
Bolt, and implement loop optimizations and pseudo-inlining.
Scavenger instrumentation: This takes place in the same
three phases. In the profiling phase, we obtain the basic block
latency via LBR. Given that LBR reports the latency between
different branching instructions, which does not always cor-
respond to a basic block’s latency, we implement a script to
map LBR samples to basic blocks. In the analysis phase, we
construct call graphs and implement the data-flow analysis.
MSH Runtime: We use the LD_PRELOAD dynamic linker
feature [73] to override pthread functions, and implement in a
shared library MSH’s runtime operations before/after calling
the original pthread functions. For per-thread data structures,
the runtime sets their base addresses in the GS segment reg-
ister upon thread creations, so that they can be accessed by
primaries and scavengers via GS-based addressing [53].

6 Evaluation
In this section, we present our evaluation setup (§6.1) and
investigate three key questions regarding MSH: (i) how well
does MSH perform compared to SMT? (§6.2), (ii) how does
MSH change the landscape of cycle harvesting? (§6.3) and
(iii) how do different components of MSH contribute to its
performance? (§6.4). We answer (i) and (ii) by evaluating
different mechanisms with both synthetic workloads and real
applications, (iii) by carefully testing the specific component.

6.1 Evaluation Setup
As shown in Figure 6, we carefully select primaries, scav-

engers and mechanisms to allow a comprehensive understand-
ing of MSH’s behaviors and the cycle harvesting landscape.
Harvestable cycles: To set up evaluations, it is important to
realize that there are three main classes of harvestable cycles.
The first class is idle time, which occurs at low loads when an
application does not have enough work for its cores. Software
mechanisms like kernel scheduling (KS) focus on harvesting
these cycles. As the load increases, idle time reduces and
CPU stalls become the main harvestable cycles. CPU stalls
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Figure 7: Maximum scavenger throughput vs. P95 Latency budget at 80% load. The red line denotes the standalone latency.

can be divided into either memory stalls, which often account
for a significant portion of cycles (§2) and can be efficiently
harvested by MSH, or non-memory stalls (e.g., core-bound or
frontend stalls), which remain to be private territory of SMT.
Primaries: For primaries, we include a synthetic pointer-
chasing workload (PtrChase), which has most of its active cy-
cles bounded by memory. It thus allows us to study how well
MSH harvests memory stalls in comparison to SMT. We also
have two real latency-critical applications: Masstree [59], an
in-memory key-value store, and Sphinx [87], a speech recog-
nition system. With these workloads, we evaluate harvesting
mechanisms on realistic mixes of memory and non-memory
stalls. Masstree and Sphinx are configured to use the same
dataset as Tailbench [46] with 6 and 24 threads respectively.
PtrChase has 8 threads, each iterating over its own 16MB
array via random pointer chasing upon new requests.
Mechanisms: SMT harvests all three classes of harvestable
cycles, but suffers from high latency overhead, lack of con-
figurability, and incomplete harvesting (§2). MSH harvests
memory-bound stalls and overcomes the drawbacks of SMT.
Building on MSH’s superior performance, we complement it
with KS and SMT to also harvest idle time and non-memory
stalls: KS adds little overhead to MSH but allows idle time
harvesting; MSH+SMT/KS enables SMT with MSH if the
primary latency meets the SLO, disables SMT and runs KS
otherwise. This allows exploiting SMT’s ability to harvest
non-memory stalls, while managing its latency impacts.

SMT3 runs scavengers on the sibling cores of the primary.
MSH interleaves scavenger executions within the primary.

3We focus on Intel’s SMT implementation (i.e., Hyper-threading) in our
evaluation. As we will discuss in §7, drawbacks of SMT stem from the lack of
(software-controllable) prioritizations and the limited degrees of concurrency,
which are common among most commercial SMT implementations. We thus
expect our results to be representative of common SMT behaviors.

MSH+KS schedules scavengers to run on the primary’s log-
ical cores with lower real-time priority, so that these scav-
engers run when the primary is idle. MSH+SMT/KS runs
other scavengers on sibling cores when SMT is enabled.
Scavengers: SMT performs poorly for scavengers that con-
tend for core resources or frequently stall, causing large la-
tency overhead and incomplete harvesting respectively. We
thus include synthetic workloads with such behaviors: Scan
– creating contention by scanning a 4MB array and comput-
ing the sum; PtrChase – frequently stalling due to iterating
through a 16MB array in random order via pointer chasing,
to evaluate whether MSH can handle such challenging cases.
We also include two graph analysis workloads: DFS and Con-
nected Component (CoCo), from the CRONO benchmark [1]
as representatives of scavengers with mixed behaviors.
Testbed and Metrics: We conduct experiments using a dual-
socket server with 56-core Intel Xeon Platinum 8176 CPUs
operating at 2.1 GHz4. We measure at different loads the 95
percentile primary latency as well the scavenger throughput
in terms of the number of scavengers finished per second.

6.2 MSH performance
Summary: We extensively evaluate MSH and show that it
provides three main performance benefits over SMT:

• MSH can harvest up to 72% scavenger throughput of SMT,
for latency SLOs under which SMT has to be disabled.

• MSH can further trade off primary latency for higher scav-
enger throughput if looser latency SLOs are given.

4Applications use memory from the local node in our evaluation. Under a
NUMA setup, MSH can be configured to efficiently harvest the longer stalls
caused by remote accesses, e.g., by using larger inter-yield distances (§6.2).
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Figure 8: Time to completion for a fixed number of pointer-
chasing jobs with different degrees of concurrency.

• Unlike SMT, MSH can fully harvest memory stalls when
scavengers stall and achieve up to 2x higher throughput.

MSH provides these benefits with its capabilities like fine-
grained configurability and concurrency scaling, which we
will elaborate further on §6.4. Here we focus on presenting
MSH’s performance characteristics in comparison to SMT.
The whole picture: As shown in Figure 7, for each of the
primary and scavenger combinations, we report the maximum
achievable scavenger throughputs under different primary la-
tency SLOs, which is defined as the latency budget at 80%
loads. Note that, the comparisons among harvesting mech-
anisms remain unchanged for different latency metrics (e.g.
average, 99 percentile) at other loads (other than 80%). As
discussed below, MSH can be flexibly configured to achieve
different scavenger throughputs depending on the primary
latency budgets. These results thus allow us to have a holistic
understanding of MSH’s performance in comparison to SMT.
Here one could make several key observations:

First, MSH harvests substantial stall cycles for latency
SLOs under which SMT effectively achieves zero scavenger
throughput (i.e., disabled). This is especially valuable when
contentious scavengers cause significant slowdown for SMT:
e.g., for Sphinx with Scan, MSH achieves up to 72% of SMT
scavenger throughput with lower than SMT primary latency.
Such behaviors exist for Sphinx and Masstree with all the eval-
uated scavengers, indicating the general usefulness of MSH
as a harvesting mechanism under stringent latency SLOs.

Second, unlike SMT, which achieves the same scavenger
throughput regardless of the latency SLO given, MSH can
trade off primary latency for higher scavenger throughput.
This capability, together with the aforementioned ability to
harvest stall cycles under stringent latency SLOs, makes MSH
a highly elastic harvesting mechanism that can be combined
with other mechanisms, as we will describe in §6.3.

Lastly, MSH can fully harvest memory stalls even when
scavengers frequently stall. Specifically, for the PtrChase
scavenger, with both Sphinx and PtrChase primaries, MSH
manages to achieve higher scavenger throughput than SMT
without incurring much latency overhead. Given that SMT
harvests both idle time and non-memory stalls, which MSH
does not handle, this indicates that MSH can better harvest
memory stalls with higher degrees of concurrency.

Figure 9: SMT, MSH and MSH+KS for Sphinx+Scan.

Full harvesting: To verify this, we conduct an experiment
with a fixed number of jobs, where each job traverses a 128
MB array via random pointer chasing and thus frequently
incurs memory stalls. We then measure the total completion
time of these jobs with a single physical core. For SMT, we
either run one job at a time or co-locate two concurrent jobs.
For MSH, we interleave these jobs with various degrees of
concurrency. The normalized completion times are shown in
Figure 8. In the ideal case, the completion time is one over the
concurrency degree. Although SMT-2 is close to ideal thanks
to hardware efficiency, it does not have enough concurrency to
further harvest memory stalls. In contrast, while having larger
interleaving overhead, MSH reduces SMT’s completion time
by roughly a half (i.e., 2x throughput) with a concurrency de-
gree of eight. This shows that compared with SMT, MSH can
harvest more memory stalls via concurrency scaling. When
the degree of concurrency goes beyond eight, the completion
time of MSH increases due to the aggregate yielding overhead
outweighing the benefits of additional multiplexings.

6.3 Cycle Harvesting Landscape
With various desirable properties, MSH can be efficiently

combined with other harvesting mechanisms to re-shape the
CPU cycle harvesting landscape. To see this, we evaluate two
compound mechanisms that leverage MSH for memory stalls:
MSH+KS and MSH+SMT/KS, and compare that with SMT.
• MSH+KS: KS complements MSH with idle time har-

vesting. MSH+KS thus achieves much higher scavenger
throughput than MSH at low loads, while adding small
latency overhead (Figure 9). As the load increases, idle
time reduces, and MSH+KS behaviors converge to MSH’s.
Note that MSH in this figure is only one configuration.

• MSH+SMT/KS: MSH+SMT/KS strives to utilize SMT’s
ability to harvest non-memory stalls, and falls back to KS
if SMT incurs excessive latency overhead. As shown in
Figure 7, MSH+SMT/KS delivers superior performance,
with higher scavenger throughput than SMT under almost
all latency SLOs. The reason is that: (i) for scavengers that
frequently stall, SMT can be safely enabled with minimal
latency overhead, the combination of SMT and MSH can
harvest idle time, non-memory and memory stalls to the
full extent; (ii) for contentious scavengers, the combination
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of KS and MSH then efficiently harvests both idle time and
memory stalls for latency SLOs where SMT is disabled.

6.4 Performance Breakdown
Summary: We test MSH’s configurability and performance
of its components, the results of which are outlined below:
• Configurability: MSH offers fine-grained control over

the latency-throughput trade-off via (i) yield site selections
in primary instrumentation, (ii) inter-yield distances in
scavenger instrumentation and (iii) concurrency degrees
in runtime. Since the effects of concurrency scaling have
been studied in Figure 8, we focus on the other two knobs.
We measure the primary latency and scavenger throughput
for Sphinx and Scan with different configurations, with
results shown in Figure 10. For the primary, MSH esti-
mates the overhead of each load instruction with its cache
miss rate and bounds the aggregate overhead when select-
ing yield sites (§4.1). We increase this overhead bound
from 5% to 15% and observe a clear latency-throughput
trade-off as more yields are instrumented. For the scav-
enger, increasing the target inter-yield distance also leads
to higher scavenger throughput at the cost of larger pri-
mary overhead. Besides the latency-throughput trade-off,
such configurability allows MSH to mitigate some inher-
ent issues of instruction interleaving, such as increased
memory contention and effectively partitioned caches, by
controlling the extent and locations of interleaving.

• Primary instrumentation: MSH reduces the yield cost by
minimizing the amount of register savings and restorations
per yield. To measure how this affects its harvesting perfor-
mance, we conduct an experiment with Sphinx and Scan,
where we measure Sphinx’s latency for different inter-yield
distances of Scan, with and without our optimizations. As
shown in Figure 11, reduced yield costs do lead to up to
23% lower primary latency. Note that the improvement
first increases with scavenger inter-yield distances before
dropping, because (i) the larger yield cost (without opti-
mizations) does not affect the primary latency until the
duration of the interleaved scavenger execution (i.e., inter-
yield distance plus yield cost) exceeds the cache hit latency,
and (ii) as the inter-yield distance further increases, yield
cost plays a smaller part in the overall overhead.

• Scavenger instrumentation: MSH accurately enforces
target inter-yield distances via its data-flow analysis (Fig-
ure 12-(a)). As for overhead, a unique source of overhead
for scavengers is the loop instrumentation overhead – using
an in-memory iteration counter is expensive for tight loops.
MSH thus attempts to reuse induction registers or maintain
a counter with unused registers before spilling to memory.
This optimization reduces the overhead by 130% and 15%
for CoCo and DFS respectively (Figure 12-(b)).

• MSH runtime: MSH harvests stall cycles via dynamic
scavenger assignment. It does so with low overhead: 10 ns

for thread resuming with unstolen scavengers, which does
not cause noticeable impacts on our evaluated applications.

• Profiling overhead: Even with sample-based profiling
using hardware performance counters, sampling events at
high frequencies can still slow down the primary applica-
tion. In MSH, we confirm that accurately capturing delin-
quent load instructions incurs minimal profiling overhead.
Specifically, for Masstree, using the default sampling fre-
quency and following the yield site selection logic (§4.1),
MSH selects the same set of load instructions as if it were
to sample 100x more frequently. As a result, while using a
100x higher sampling rate would slow down the application
by 25%, the slowdown from MSH’s profiling is negligible.

• Analysis complexity: MSH instruments only selective
loads and performs mostly intra-procedural analysis, which
finishes less than a minute for all the evaluated workloads.

7 Related Work
Reducing memory stalls: Orthogonal to harvesting efforts
like MSH, there has been extensive research on reducing
memory stalls. Beyond out-of-order executions, there are two
lines of techniques based on load slices, i.e., instructions that
generate the address of a load instruction. One technique is
prefetching [2, 4, 8, 12, 22, 39, 42, 56], where the cache line is
prefetched after the end of its load slice; and the other tech-
nique is criticality-aware instruction scheduling [5, 6, 16, 77],
where the processor prioritizes the executions of load slices,
which requires hardware changes. For both techniques, there
is a trade-off between capability and deployability. Simple
techniques like stream prefetchers [39, 75] and prefetch in-
sertion via static analysis [4, 20] have limited capability (e.g.,
unable to handle complex access patterns); whereas advanced
proposals like runahead prefetchers [26, 33] often have re-
quirements that hinder wide adoptions (e.g., excessive hard-
ware complexity, source code modification). Moreover, a
key requirement for both techniques to reduce stalls is that
load slices end sufficiently ahead of the load instruction. As a
result, for cases where load slices are close to the load instruc-
tion, neither technique can help. In contrast, MSH is easily
deployable, requiring no hardware changes nor rewriting ef-
forts, and harvests stall cycles for any access pattern.
SMT: For the three drawbacks of SMT (i.e., latency overhead,
lack of configurability and incomplete harvesting), the first
two stem from the lack of prioritizations, whereas the last
one is due to limited degrees of concurrency. Most modern
processors from Intel and AMD have these two issues, which
leads to unsatisfactory harvesting performance (§6.2). An ex-
ception is IBM Power processors [50, 63], as they (i) support
assigning hardware threads with priorities that determine the
ratio of physical core decode slots allotted to them, and (ii)
have wider SMT with up to eight threads per core, at the cost
of more complex and resource-consuming SMT design.

Given this context, the value of MSH is two fold. First,
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Figure 10: The effects of the aggregate yield overhead bound (left) and the scavenger inter-yield distance (right) on the primary
latency and the scavenger throughput in Sphinx+Scan.

Figure 11: Latency improvement made by the yield cost opti-
mizations in the primary instrumentation on Sphinx+Scan.

Figure 12: (a) Inter-yield distance of scavenger instrumenta-
tion; (b) overhead of loop instrumentation: opt uses induction
registers and unused registers, no ind. uses only unused regis-
ters, and all-mem uses in-memory iteration counters.

for most modern processors, MSH allows harvesting memory
stall cycles in software without the drawbacks of their SMT
mechanisms. Second, for processors like IBM Power and
Cray Threadstorm [48, 49] that support massive multithread-
ing and fine-grained parallelism, MSH raises the question of
whether certain functionality should be implemented in hard-
ware or software, e.g., concurrency scaling in MSH happens
on-demand, without requiring dedicated thus likely wasted
resources, such as die area and power.
Software efforts: Some work focuses on utilizing SMT with
latency-critical services, by disabling it when high latency or
resource interference is detected [29, 60, 70, 89]. However,
they do not address SMT’s high latency overhead and lack
of configurability, and are thus unable to harvest stall cycles
when SMT violates latency SLOs. As for software harvesting
efforts, prior work shows that if done correctly, prefetching
and yielding before load instructions can lead to increased
throughput for memory-intensive workloads [21, 34, 44, 72].
However, they either require manual identification of yield

sites and source code modification, or instrument every load
instruction at the cost of high latency. Moreover, none of
them can enforce low latency overhead and full harvesting
from diverse scavengers, which MSH provides with scavenger
instrumentation and runtime operations. In short, MSH is the
first software system that enables transparent and general
memory stall harvesting with competitive performance.

8 Discussion
Isolation mechanism: In MSH, the primary and its scav-
engers reside in the same process to benefit from fast yielding,
which necessitates mechanisms other than hardware isolation
to ensure memory safety under this setup. This turns out
to be an extensively studied problem, with solutions falling
into two main categories: (i) software-based fault isolation
(SFI) [76, 81, 86], which establishes logical protection do-
mains by inserting dynamic checks at the binary level; and
(ii) language-based isolation, where a program is accepted in
the form of a safe language (e.g., WebAssembly [32, 36, 85],
Rust [15, 51, 65, 92]) and validated by the type checker and
compiler. Operating at the binary level, MSH easily coexists
with either isolation mechanism: SFI can be a better fit as it
is applicable to code written in different languages, including
legacy code, which is a merit that MSH shares. Moreover,
a recent work [91] shows lower runtime overhead with a
lightweight SFI implementation than existing language-based
solutions. Integrating MSH with some isolation mechanism
and evaluating the resulting system is left for future work.
Further evaluation: In §6, we demonstrated and dissected
the desirability of MSH as a harvesting mechanism. Next, we
discuss directions for more thorough evaluation of MSH.
• Additional workloads: We focus on evaluating a set

of representative workloads with distinct characteristics,
e.g., scavengers that either create large contentions, or fre-
quently stall, or exhibit mixed behaviors. This appraoch
allows us to interpret the performance differences caused
by (i) the distinct characteristics of the primary-scavenger
pairs and (ii) the differences in harvesting mechanisms.
One could extend with more real workloads

• Cache prefetching: As discussed in §7, MSH can harvest
memory stalls that are not hidden by cache prefetching, and
prefetching techniques that are easy to deploy usually have
limited capability. It will thus be interesting to evaluate the
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effectiveness of MSH with software prefetching techniques
used in production [40]. That being said, most delinquent
loads in our evaluated workloads exhibit pointer-chasing
behaviors, which are inherently challenging to prefetch.

• Datacenter efficiency: The effect of MSH on the overall
CPU efficiency of a datacenter is hard to estimate, as it
depends on various factors such as workload character-
istics, colocation arrangements, and SLO policies. This
necessitates large-scale evaluation and profiling [45].

Efficacy of profiling: In terms of profiling overhead, we have
shown that MSH can capture delinquent load instructions
with a low sampling rate (§6.4). The other natural question
is whether profiling is consistently effective for the purpose
of harvesting stall cycles in MSH. Similar to prior works that
leverage profiling for cache prefetching [40, 41, 95], we show
positive results with our evaluated workloads (§6.2). One
conjecture is that, while whether a particular load invocation
will trigger a cache miss is highly random, the two pieces of
information MSH needs from profiling – namely, (i) the set
of load instructions that account for a significant portion of
memory stalls and (ii) their likelihoods of cache misses, are
often stable across runs and inputs. Evaluating a wider range
of applications can help further validate this conjecture.
Hardware support for MSH: We identify two aspects that
MSH can benefit from hardware support. First, an overhead
that MSH inevitably incurs is when an instrumented load
causes cache hits. MSH mitigates this with the selection logic
in primary instrumentation, which enforces a lower bound on
cache miss rate and an upper bound on aggregate overhead
(§4.1). To do better, what is needed is dynamic visibility of
cache misses, e.g., indicating if a cache line is in L2 cache.
This allows yields to be conditional on whether cache misses
actually happen. We expect conditional checking overhead
to be on the scale of L2 cache latency, much faster than
scavenger executions configured to harvest memory stalls.

Another aspect that hardware can offer support is reduc-
ing yield overhead. MSH minimizes the amount of register
savings and restorations for each yield, which leads to lower
latency overhead (§6.4). One useful hardware feature here
is to save/restore multiple registers to/from memory with a
single instruction for lower instruction fetch costs, which is
already provided in ARM with LDM/STM instructions [9].
Prior works also propose hardware support for fast saving and
restoration of process state during context switches [38, 80].

9 Conclusion
We presented MSH, a software system that transparently and
efficiently harvests memory stall cycles. With a co-design
of profiling, program analysis, binary instrumentation and
runtime scheduling, MSH fully harvests stall cycles, while
incurring minimal latency overhead and offering fine-grained
control of the latency-throughput tradeoff. MSH is thus a
preferable solution for harvesting memory stalls and brings
valuable changes to the CPU cycle harvesting landscape.
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