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Abstract
Recent work on in-network machine learning (ML) antic-
ipates offline models to operate well in modern network-
ing environments. However, upon deployment, these models
struggle to cope with fluctuating traffic patterns and network
conditions and, therefore, must be validated and updated fre-
quently in an online fashion.

This paper presents CARAVAN, a practical online learning
system for in-network ML models. We tackle two primary
challenges in facilitating online learning for networking: (a)
the automatic labeling of evolving traffic and (b) the efficient
monitoring and detection of model performance degradation
to trigger retraining. CARAVAN repurposes existing systems
(e.g., heuristics, access control lists, and foundation models)—
not directly suitable for such dynamic environments—into
high-quality labeling sources for generating labeled data for
online learning. CARAVAN also introduces a new metric, ac-
curacy proxy, to track model degradation and potential drift
to efficiently trigger retraining. Our evaluations show that
CARAVAN’s labeling strategy enables in-network ML models
to closely follow the changes in the traffic dynamics with
a 30.3% improvement in F1 score (on average), compared
to offline models. Moreover, CARAVAN sustains comparable
inference accuracy to that of a continuous-learning system
while consuming 61.3% less GPU compute time (on average)
via accuracy proxy and retraining triggers.

1 Introduction
Machine learning (ML) is being increasingly leveraged to bet-
ter manage and operate networks today [27, 30, 35, 37, 45, 49,
54,77,80,82,97,101,104,105,111,114,116]. In academia, sev-
eral proposals make a case for using ML to improve systems
security through anomaly and intrusion detection [30,54,105]
and to optimize systems performance through inference, di-
agnosis, and forecasting of systems’ behavior [49, 76, 80, 81].
Correspondingly, in industry, ML is being deployed to de-
tect threats and bots in public and enterprise-scale cloud net-
works [1,9,10] for securing physical and virtual infrastructure
and for providing better user experience by predicting network
incidents and congestion early on [8]. Moreover, to operate
at scale, with high throughput and low latency, the model
inference is being offloaded to the data plane (e.g., program-
mable switches [15, 114] and SmartNICs [17, 101]) in the
network (i.e., in-network ML)—to perform decision-making
on a per-packet basis [37, 104, 122].
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Figure 1: Comparison of in-network model learning. (a)
Offline learning: trained and deployed once; (b) Online
learning: trained and updated over time—requires itera-
tive sampling, labeling, and validation.

Unlike conventional approaches (e.g., hand-crafted heuris-
tics and static rulesets), ML models are better at revealing
hidden patterns and characteristics in vast amounts of high-
dimensional data—such as network traffic [35, 54, 71, 104,
111, 116, 117]. However, most efforts on replacing traditional
approaches (e.g., heuristics and access control lists) with
ML [35] are limited to using static models (aka offline learn-
ing, Figure 1a) [30, 35, 37, 49, 54, 82, 97, 101, 104, 105, 111,
114, 116]. These models are trained once using synthetic or
controlled network traces and are expected to operate well in
the real environment without further guidance (or retraining).
While showing significant promise in stable (less volatile)
environments, these static models perform poorly in the pres-
ence of fluctuations and unforeseen events—not captured by
the traffic during the initial training phase [33,115,117]. These
manifest as model drift either (a) when the network environ-
ment gradually evolves or suddenly changes due to traffic
bursts, time-of-day, or rare events (called concept drift) [117]
or (b) when new data patterns arrive or data distribution
changes (called data drift) [33]. This model drift is shown to
be prevalent in many online ML applications [33,94,100,115].

To keep these models up-to-date with new patterns and net-
work behavior, one approach is to train and update them con-
tinuously on the incoming traffic—referred to as online learn-
ing or continuous learning [33,94]. For example, a (re)training
pipeline in the control plane can continuously sample packets
from the network (e.g., using INT [68] or NetFlow [7]), label
them, and pass them to the model for retraining (Figure 1b). It
then updates the weights on the data-plane device, performing
model inference. As we show in our evaluations (§5), keeping
the model current through online training allows it to handle
new incidents with much higher accuracies compared to the
static offline models (i.e., the average difference in accuracy
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is as high as 67%).
However, there are a number of challenges when it comes

to enabling continuous learning in modern networking en-
vironments (processing Tbps of traffic for varying tenants
and workloads) [32, 96, 119, 121]. First, unlike traditional
online learning systems in other domains (e.g., recommenda-
tion systems and financial systems) where the new retraining
data either contains labels (ground truth) [59, 103, 113] or
can be easily labeled using existing approaches (like Data
Programming [93] or Weak Supervision [91,92]), in network-
ing the incoming data is raw (sampled) traffic with no labels.
Challenge #1: How can we prepare (and label) traffic data
for retraining in-network models? Second, we cannot rely
on fixed interval-based or periodic retraining to ensure the
installed models perform well. The network conditions are
highly dynamic and erratic; a large interval will miss such vari-
ations, whereas frequent updates would be too costly in terms
of resource usage (CPU/GPU cycles and network bandwidth).
Challenge #2: How to decide when to trigger retraining?

In this paper, we present CARAVAN, an online learning
system for in-network ML to tackle these challenges. To label
new incoming network traffic, CARAVAN relies on labeling
agents that use different user-defined knowledge sources to
assist with labeling. In networking, many existing systems,
such as heuristics, access control lists, deep learning, or even
foundation models (e.g., GPT-4 [87], Gemini [106], Llama
3 [16]), fare poorly when used for real-time decision-making—
they either fail to adapt to changing network conditions or
take too much time to process. However, we observe that
these can be used as knowledge sources to label incoming
traffic for online learning of in-network models. For instance,
using foundation models (which encode a broad spectrum of
information about the environment [89,95,112]) and guidance
from users (e.g., prompts [28] and document retrievals [72]),
we can generate application-specific, weak-supervision labels
to (re)train these models. We also introduce a new metric,
accuracy proxy, to decide when to trigger retraining. Instead
of relying on ground-truth labels to compute model accuracy,
we compute accuracy proxy based on generated labels we
receive from the labeling agents for model (re)training. Doing
so allows CARAVAN to track degradation in model behavior
through relative changes in the accuracy level on a temporal
scale, and to trigger retraining. More specifically, if there is an
abrupt change in the accuracy proxy (i.e., model drift exceeds
a certain threshold), CARAVAN uses this as a signal to trigger
retraining. This limits CARAVAN from excessively retraining
the model under normal conditions.

We evaluate our CARAVAN system both in simulation
(for microbenchmarks) and with a Taurus FPGA-based
switch [104] (for end-to-end results). Our simulation results
show that labels generated using knowledge sources perform
similarly to ground-truth labels in terms of inference accu-
racy when used to label incoming traffic for retraining. More-
over, our accuracy proxy and retraining triggers save up to

74.55% GPU compute time compared to continuous online
training while sustaining similar accuracy gains. With our
Taurus FPGA testbed, we show that CARAVAN maintains
30% higher accuracy on average compared to offline mod-
els while using 56.23% less CPU and with similar memory
footprint compared to continuous retraining baselines—with
CARAVAN, the model operates at line rate while adapting to
changing traffic dynamics.

In summary, we make the following contributions:
• We present CARAVAN, a practical online learning system

for in-network ML. CARAVAN’s labeling-agent strategy
allows the use of existing network systems (e.g., heuristics,
access control lists) and emerging foundation models (e.g.,
GPT-4, Gemini, and Llama 3) as knowledge sources to
label incoming traffic. Using accuracy proxy further allows
CARAVAN to efficiently retrigger the training pipeline while
closely tracking changes in the network conditions.

• We implement CARAVAN as a software logic running in the
control plane, and test it both in a simulation setting and
using a real testbed with Taurus FPGA-based switches. Our
CARAVAN prototype is available as open-source.1

• Our evaluations show that CARAVAN allows in-network
models to track changes in the network at line rate while
sustaining 30.3% higher F1 score (on average) compared
to offline systems. Moreover, it consumes 61.3% less GPU
compute time (on average) than a continuous-learning sys-
tem by selectively triggering retraining via accuracy proxy.

2 Background & Motivation
In-network Machine Learning. Network operators face
many challenges with managing the size and complexity of
modern networks while maintaining their stringent (and ever-
increasing) performance requirements [32,96,119,121]. Over
time, the networking community has developed a plethora of
hand-tuned heuristics permeating the network, which contin-
uously introduce new parameters that must then be tuned to
the given network (and workload). We see this with the con-
stant iterations of congestion-control variants [55, 73], active-
queue management [23], load balancing algorithms [26, 66],
anomaly detection [25, 34, 38] and more. Relying on net-
work developers and researchers to keep adding new pa-
rameters to each algorithm being used throughout the net-
work, as the workloads change and evolve, has limited scal-
ability as networks grow. Networking researchers have,
therefore, begun to turn toward data-driven algorithms, in
the form of ML, particularly deep-learning and neural net-
works [35, 40, 63, 80, 83, 105, 111, 116]. Rather than tuning
individual model weights by hand, ML algorithms take train-
ing data as input and learn model weights to optimize for
performance metrics (e.g., prediction accuracy).

To operate at scale with high throughput and low latency,
these models are further offloaded to the network data plane

1Artifact: https://github.com/Per-Packet-AI/Caravan-Artifact-OSDI24

326    18th USENIX Symposium on Operating Systems Design and Implementation USENIX Association



(e.g., programmable switches and SmartNICs) [17, 101, 104,
114, 125]. Doing so allows more fine-grained control over
the traffic, with decision-making (and model inference) tak-
ing place at or near the packet level. For example, program-
mable switches (e.g., Intel Tofino series [15]) with match-
action tables (MATs) can perform ML algorithms (such as
SVMs and decision trees) [37, 114], with more recent data-
plane devices incorporating MapReduce-based processing
blocks to run deep neural networks (DNNs) directly in the net-
work [104]. Likewise, emerging SmartNIC devices (e.g., Mar-
vell Octeon 10 [17] and Xilinx SN1000 [2]) come equipped
with on-board ML inference engines for per-packet inference.
Similarly, data/infrastructure processing units (DPUs/IPUs)
from Nvidia [6], AMD [4], and Intel [14] also provide compu-
tational resources capable of running ML inference alongside
the packet-processing pipelines.

Online Learning and Model Drifts. Recent work on apply-
ing online learning in networking domains (such as video
analytics and edge monitoring) shows promising results. For
example, Ekya [33] and RECL [67] demonstrate that retrain-
ing computer vision models for video analytics applications
with new video frames can effectively mitigate data drift for
compressed ML models. Nazar [58] features online moni-
toring and adapts various ML models on mobile devices to
relieve the problem of potential model drifts.

Through retraining ML models with new incoming data, on-
line learning addresses two common issues these models face
post-deployment: concept drift [117] and data drift [33]. Con-
cept drift occurs as networks and traffic are subjected to dy-
namic signal interference due to environmental changes [123]
(e.g., weather, temperature, or time-of-day), as well as changes
in the network and user behavior (e.g., increased online activ-
ity during COVID-19 [46], addition/removal of devices and
software due to upgrades or failures [75]). For example, a
large file download may be classified as benign during the day
when networks are more active but are marked as malicious
during the night when the number of high-volume flows is
smaller. On the other hand, data drift happens when the live
traffic (or data) distribution diverges from the training data
distribution after the model is deployed [33, 94]. For classi-
fication models, in particular, the arrival of new data classes
(not already present in the offline training set) or a change in
data class distribution could cause an ML model to perform
poorly [33,94]. For example, in network security, new attacks
come up without warning, and it becomes challenging for
a static ML model to detect such an attack since it was not
trained on data featuring the new attack.

Network Data Labeling. The emerging interest in training
and testing ML models for networking applications sparks
extensive research in the area of obtaining labeled network
data [42,60,98,99]. Most recent work falls into three different
categories: generating labeled network data in a controlled
environment, synthetic data generation, and manual labeling
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Figure 2: High-level design of CARAVAN. The three key
components, Labeling Agent (§3.1), Model Validation
(§3.2), and Retraining, work in tandem to keep the in-
network ML model up-to-date.

through domain experts (i.e., network operators).
Efforts like NetUnicorn [31] propose to collect and ac-

tively label network data in a controlled environment where
operators can access different nodes (switches and hosts) in
the network. Though labeling accuracy would be high since
operators can choose to generate and collect selected traffic
classes, this approach might not offer representative labeled
data in real networks [53]—limiting its use in online learn-
ing. Other efforts feature synthetic data generation, where
models like GANs [118] or diffusion models [65] are used
to produce packet traces that match the feature distribution
of input network data. However, the generation process takes
a lot of time and cannot explicitly label new incoming data,
making it impractical in an online setting. Also, it is unclear
how closely the synthetic data reflects the traffic in a real
environment (an open area of research [57, 107, 109]). The
last resort is to ask human experts with domain knowledge
to label all or selected network data. Though there are many
efforts featuring selecting sampled data for human experts to
label [53], this still requires a human-in-the-loop and may not
operate at the timescales needed for automatic data labeling
in networks.

3 Design of CARAVAN

We present CARAVAN, a system for practical online learning
of in-network ML models deployed in the data plane. CAR-
AVAN is designed to satisfy the following requirements: (1)
generation of effective label datasets for retraining and (2)
efficient monitoring and detection of model performance.
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Overview. Figure 2 shows the high-level architecture of
CARAVAN. The system periodically collects a window of sam-
ples, arriving from the data-plane device running in-network
ML inference. Each sample contains a set of header fields
(called flow) along with the prediction made by the deployed
model. Once a window is full, a labeling agent (§3.1) gener-
ates application-specific (e.g., security) labels for each sample
in the window in the form of class predictions (e.g., type of
network attack) or confidence scores (e.g., the likelihood a
flow being malicious). The agent relies on a collection of
knowledge sources (§3.1.1), each generating its own labels.
The label with the most votes (i.e., occurrences) is added to
the final label set. Next, the validation stage (§3.2) monitors
and detects the degradation in the model performance using a
new metric, called accuracy proxy (§3.2.1), which uses pre-
dicted values and generated labels to measure the model’s
accuracy on the received samples in the window. Based on
the accuracy values (e.g., exceeding a certain threshold), the
retraining trigger stage decides whether retraining is neces-
sary (e.g., in the presence of new types of attacks missed
by the in-network ML model) for the current window of in-
coming samples. If an update is required, the final model
retraining stage will generate a balanced dataset from the win-
dow of samples received, i.e., a mix of malicious and benign
flows and generated labels. After training is complete, the
in-network model is updated with the new weights to detect
the new types of missed attacks.

3.1 Labeling Agent
The first component in CARAVAN is the labeling agent. It
generates application-specific labels that can be used in the
later stages of model validation and online retraining for:
(1) computing an accuracy proxy that can signal potential
model accuracy degradation to efficiently trigger retraining,
and (2) generating a class-balanced labeled dataset for retrain-
ing when necessary. To generate labels for new incoming net-
work traffic automatically and accurately, the labeling agent
relies on external knowledge sources. Knowledge sources
(§3.1.1) are defined to be entities or applications that can be
repurposed to assist with data labeling (e.g., access control
lists, heuristics, foundation models). They can be defined and
provided by users through a user interface (§3.1.2).

When a full window of samples from the data plane is
available, the labeling agent reads these samples and the as-
sociated inference results from a streaming database (e.g.,
InfluxDB [13] or Apache Kafka [5]). Then, it sends a labeling
request to every knowledge source it relies on. With one label
from each knowledge source, the labeling agent would do a
majority voting to determine the final set of labels to be used
(also called generated labels) for the current window of data
samples. These generated labels will be sent to the next stage
of CARAVAN for model validation (Figure 2).

3.1.1 Knowledge Sources. The labeling agent relies on
knowledge sources for labeling. We define knowledge sources
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Figure 3: Classifying network knowledge sources across a
spectrum based on accuracy and speed.

to be any entities or services that contain useful information
about the user-defined application and can be repurposed to
assist data labeling. Take network intrusion detection as an
example. A common knowledge source is IP-based access
control lists (ACLs) [52] that can block network flows or
packets from certain source IP addresses considered to be
of malicious origins. With IP-based ACLs as a knowledge
source, the labeling agent is able to label a flow as malicious
if its source IP is on the list. Another example is foundation
models. With appropriate adaptation, a foundation model can
assist with downstream tasks in networking, such as traffic
classification, by functioning as a multi-class classifier [54].

CARAVAN repurposes different knowledge sources in dif-
ferent ways for them to be used in the system for accurate
and efficient labeling. In particular, CARAVAN focuses on two
metrics of a knowledge source: (1) accuracy, which refers to
how accurate the knowledge source is after being repurposed
for labeling, and (2) speed (throughput and latency), which
refers to how fast a knowledge source can be used to label
data. Different knowledge sources can vary dramatically in
these two metrics, and as illustrated in Figure 3, there exists
a trade-off between these two metrics for a given knowledge
source: sources with high accuracy (e.g., domain experts and
foundation models) usually operate with lower throughput due
to extra time needed for in-depth analysis, while high-speed
sources (e.g., heuristics, IP-based ACLs) might not be able to
provide accurate labels. The aim of CARAVAN is that through
online learning, an in-network ML model can be turned into
a model with both high accuracy and high speed, so it would
be a good fit for real-time decision making in the data plane.

Low-Accuracy, Fast Knowledge Sources. Knowledge
sources with a low accuracy but high speed (e.g., heuristics,
IP-based ACLs) are a good fit for labeling large volumes of
incoming data [24, 51, 108]. However, the main issue is that
generated labels would be extremely noisy in this case. If
we use these labels to retrain the in-network ML model, the
accuracy of the retrained model can be even worse than that
of the existing one in the data plane. To tackle this challenge,
CARAVAN adopts the following solution: Instead of letting
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these low-accuracy knowledge sources provide a label for
every unit of data in the current window, CARAVAN’s label-
ing agent will ask these knowledge sources to label parts of
data. These generated labels that cover a part of the dataset
are usually called weak-supervision labels in the machine-
learning community, and can reduce the amount of noise in
the labels [92]. For example, when we use an IP-based ACL
as a knowledge source for labeling, a straightforward way
of repurposing it into a labeler is that we would label every
flow with IP not on the blacklist as a benign flow. However,
we could have mislabeled a lot of malicious flows as benign
in this case and manually introduced a lot of noise into the
final set of labels. With CARAVAN’s solution of generating
weak-supervision labels, we would only generate labels for
flows whose IPs are on the blacklist (as we are more confident
they would be malicious). Even though we would only be
able to obtain a much smaller set of labeled data for model
validation and retraining, with a large volume of incoming
data, we would end up with a reasonable amount of labeled
data with good accuracy (§5).

Insight 1: Low-accuracy but fast knowledge sources,
such as heuristics and IP-based ACLs, can provide weak-
supervision labels for training high-accuracy models.

High-Accuracy, Slow Knowledge Sources. Knowledge
sources characterized by low speed but high accuracy (e.g.,
domain experts and foundation models) are well-suited for
labeling a small to medium amount of incoming data consid-
ered important or representative of the network (e.g., sampled
data with network telemetry algorithms). For example, foun-
dation models, like NetFound [54] and ChatGPT [20], are
shown to be capable of solving downstream traffic analysis
tasks with high accuracy and generalizing well across diverse
network environments with no extra retraining. The main is-
sue, however, is that they might either be too slow or use too
many system resources (e.g., GPU/CPU memory and API
costs) and thus cannot be activated frequently (for instance,
at the end of every window of sampled data).

One insight that CARAVAN takes advantage of is that
these knowledge sources can usually be transformed into
cheaper rulesets or heuristics that are able to offer much higher
throughput due to low latency or cost-effectiveness. In the
machine-learning community, this insight was originally used
to interpret black-box ML models [48, 62]. In CARAVAN, to
avoid the costs associated with calling expensive knowledge
sources at every labeling window, we introduce a labeling
rule cache. Each time the knowledge source is activated for
labeling, it is also asked to generate an ensemble of rulesets
that will be stored in the labeling rule cache for fast and cheap
labeling at the end of the next few labeling windows. For ex-
ample, though foundation models, like GPT-4 [87], can be re-
purposed as a labeling source, the fees incurred by calling the
GPT-4 APIs for inference can grow prohibitively expensive if

we call these APIs at the end of every labeling window—GPT-
4 turbo [11] can cost as high as $144 an hour for 1000-token
labeling request/response per second (on average). CARAVAN
specifically asks the language model to generate rules it relies
on for decision-making and stores these in the rule cache
for labeling the next few windows of data. Note that, in the
evaluation section (§5), though we demonstrate that using the
rule cache for labeling could save a lot on cost and system
resources with little performance penalty, we also find that
these rules could go stale quickly (Figure 7) and, therefore,
must be updated occasionally.

Insight 2: High accuracy but slow knowledge sources, such
as ChatGPT [20] and NetFound [54], can transform into
rulesets or heuristics to facilitate fast and resource-efficient
labeling for a limited duration, before becoming stale.

3.1.2 User Interface. CARAVAN’s labeling agent exposes
an interface where users can conveniently specify what knowl-
edge sources they would like to use for the labeling agent and
how the labeling sources should be defined. To support a new
knowledge source, the user only needs to complete a function
called label(), which takes a window of data samples as
input and returns a set of labels on this window as output.2

3.2 Model Validation
The model validation stage periodically monitors and evalu-
ates the performance of the in-network ML model. It is also
responsible for triggering online training when necessary, e.g.,
in the case of a potential concept drift or data drift when the
performance of the model degrades due to changes in the
network environment or due to new incoming classes. These
actions take place at the end of a labeling window, after the
labeling agent has generated labels for all data (samples) in
the current window.

Next, we introduce two components for model validation
that the user can define to express their intent or performance
goal of the chosen application. (a) Accuracy proxy (§3.2.1)
allows the user to specify what signals they would like to
capture on a temporal scale from the generated labels and the
inference results (e.g., drop in overall classification accuracy,
the appearance of a particular type of new class, and more). (b)
Retraining trigger (§3.2.2) allows the user to specify at what
occasion they would like to initialize online training based on
the observed signals through the accuracy proxy (e.g., retrain
when model performance degrade or retrain when certain
types of attacks show up).

3.2.1 Accuracy Proxy. We define accuracy proxy as the
inference accuracy computed with generated labels as the
reference ground truth, which we describe in detail below.

Ideally, for a given sample of incoming data (e.g., a net-
work flow or a packet), the corresponding inference result

2As a case study, we show how to construct a new knowledge source for
intrusion detection using LLMs in §4.1.
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(e.g., in the form of a class label prediction, noted as MLlabels
below) from the in-network ML model would be compared
with the ground truth label in the validation stage. Ground
truth labels (noted as GndTlabels below), also called “golden”
labels, are objectively correct reference results for the given
application and are usually used to compute the performance
accuracy of ML models. Acquiring such labels is typically
challenging in practice as it necessitates domain knowledge
from human experts, requiring a costly and time-consuming
labeling process [53]. Moreover, during the online stage of
in-network ML, where the volume of data for validation is
immense, it is infeasible to obtain the ground truth labels for
all new incoming data and calculate the actual performance
accuracy of the in-network ML model. In CARAVAN, we in-
stead utilize generated labels (GenLlabels) and compute the
accuracy proxy for the current window of incoming data. For
instance, in the intrusion detection case, using F1 score [50] as
the performance metric, the real accuracy Accreal is computed
as follows:

Accreal = F1(MLlabels,GndTlabels) (1)

The accuracy proxy, on the other hand, is computed with
generated labels as ground-truth labels:

Accproxy = F1(MLlabels,GenLlabels) (2)

The accuracy proxy does not need to be defined in terms
similar to the real accuracy. The user has the flexibility to
define accuracy proxy to be any function as long as its defi-
nition is consistent with the user’s intent or the application’s
performance goal, e.g., to signal potential concept or data
drifts.

Without access to real accuracy values, we are unable to
know the absolute accuracy level of the in-network ML model
at the end of a labeling window. However, in our design, the
primary responsibility of the validation stage is monitoring: it
is expected to reveal potential model performance degradation
and trigger online training, instead of giving users or operators
the exact accuracy numbers of the in-network ML model.

In particular, we observe that accuracy proxy, though not
numerically the same as the real performance accuracy, could
signal a potential change in data distribution or class distribu-
tion based on its trend on a temporal scale. In our evaluation
using the intrusion-detection example (§5.2.2), we observe
that the arrivals of new types of attacks (unseen by the in-
network ML model before) cause a drop in the relative level
of accuracy on a temporal scale, and the values from accuracy-
proxy can reveal that incident (Figure 8).

Insight 3: The accuracy proxy reveals potential concept and
data drifts by capturing similar patterns of relative changes
in accuracy levels as observed in real accuracy.

3.2.2 Retraining Trigger. The goal of continuous model
validation is to enable updating the in-network ML model
through online training as and when necessary. The model

validation stage will activate online training through a user-
defined retraining trigger. A retraining trigger can take one
of the following three forms, as pre-specified by the user of
CARAVAN:

• Window-based: Retrain periodically once every X labeling
windows. When X = 1, CARAVAN will perform continuous
training for every window, similar to the approach in prior
works [33, 85]. For window-based triggers, the validation
stage will skip accuracy proxy since the trigger does not
use it.

• Accuracy-based: Retrain if the values of accuracy proxy
satisfy a certain pattern on a temporal scale. For example,
users can set certain accuracy thresholds, and the retraining
trigger will initialize retraining if the values of accuracy
proxy continuously stay below the threshold.

• Event-based: Retrain when a particular event takes place,
e.g., when the labeling agent or the human operator detects
a particular type of attack.

The retraining trigger should ideally be defined together
with accuracy proxy by the user: While accuracy proxy is able
to catch meaningful signals (e.g., F1 score drop) on a tempo-
ral scale, the retraining trigger explicitly expresses at what
occasions the user would like online training to happen, which
can be very different given the particular user application in
consideration.

In CARAVAN, we mainly focus on accuracy-based retrain-
ing triggers, in which we use values of accuracy proxy to
determine if online training should occur. There are two types
of decisions that the retraining trigger will need to make: (a)
If we do not retrain at the end of the last labeling window,
should we retrain for this window? CARAVAN’s retraining
trigger will initialize retraining if it observes an abrupt drop
in the value of accuracy proxy in the current labeling window
compared to the last one, since that could be an explicit signal
of potential concept or data drifts. (b) If we retrain at the
end of the last labeling window, should we stop retraining for
this window? As we demonstrate in the evaluation section
(Figure 8), if we continuously retrain for several windows, the
marginal inference accuracy gain would gradually decrease,
assuming that there are no new drifts that show up in this
period. As a result, the retraining trigger stops retraining if we
have retrained for the last few windows and obtained decent
inference accuracy gain.

Insight 4: The marginal inference accuracy gain of online
training would quickly diminish if no new sources of drifts
are present (i.e., the network is stable).

3.3 How to Select CARAVAN’s Elements?
For knowledge sources, we can choose existing systems (e.g.,
IDS) or construct new ones (e.g., fine-tuned foundation mod-
els). It is important to evaluate the labeling accuracy and
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approximate speed of a knowledge source using an offline
labeled dataset before deploying it in CARAVAN. When se-
lecting accuracy proxy and retraining trigger, we should con-
sider the application’s performance objectives (e.g., low false-
positive rate) and identify signals or events from the system
that might indicate performance degradation (e.g., increased
rebuffering events in video streaming).

4 Implementation
We implement an end-to-end version of CARAVAN using
Python. To interact with in-network ML models, CARA-
VAN stores the samples of the arriving flows in a streaming
database, InfluxDB [13]. We initialize InfluxDB with a pre-
defined schema consisting of various header/feature fields
and metadata of the arriving packet (e.g., duration, data rate,
and 5-tuple) as well as the inference results (prediction) from
the deployed in-network ML model (for validation purposes).
Upon the arrival of a labeling window’s worth of samples, the
labeling agent queries these data samples from InfluxDB to
generate labels.

For knowledge sources (e.g., heuristics, DNN-based clas-
sifiers, and foundation models), we define how it labels data
by completing its label() function (as described in §3.1).
Heuristics come in the form of labeling functions [91] and are
easily defined by the user. The DNN-based classifiers load a
pre-trained DNN classifier, and run batched inference upon
calls of label() for labeling. For foundation models, we use
GPT-4 API [87] for sending labeling requests in the form
of prompts. In this setup, labeling is modeled as a text com-
pletion task, and we explicitly prompt the language model
to produce a label for each input data sample. We present a
case study of implementing a foundation model, LLM-based
knowledge source in §4.1. With individual knowledge sources
defined, we build a labeling agent by specifying what knowl-
edge sources it will be using. The labeling agent calls each
knowledge source’s label() function to obtain all labels
and selects the best ones (with the most occurrences) as final
labels.

For model validation and retraining, we define a model
validator that runs compute_accuracy_proxy() to compute
the accuracy proxy (in §3.2.1) with generated labels and in-
ference results (from InfluxDB) as input arguments. The re-
training trigger is defined as a function that checks if we have
retrained for the last window. If not, we check if there is a sig-
nificant drop in accuracy proxy value to initialize retraining;
if yes, we then check if the increase in accuracy proxy value is
small enough to stop retraining. If retraining is necessary, we
go on to form a class-balanced dataset based on iCaRL [94],
keeping the same number of data samples from each class and
maintaining a fixed upper bound for the size of the dataset
(which can be specified by the user). For training ML models,
we use PyTorch [88] and one Nvidia V100 Tensor Core GPU
from AWS.

CARAVAN maintains a busy-waiting process for data la-

beling, model validation, and online learning. This process
will periodically read data from InfluxDB and initialize data
labeling as well as model validation at the end of a labeling
window (determined by time or number of data samples). If
retraining is necessary, it will conduct retraining and send out
the weights to the in-network ML model as gRPCs [12] or
PCIe writes.

4.1 label() with Foundation Model (LLM)
We now present a case study of developing a new knowledge
source using large language models (LLMs). We use com-
mercial off-the-shelf LLM, more specifically ChatGPT [20].
ChatGPT is not explicitly fine-tuned on network traffic data;
but, as a foundation model, may have been trained on openly
available data from the Internet. Please refer to §A.1 for de-
tails on the specific model (and snapshot) we use for labeling.

• Instruction Following. To ensure the LLM understands
the structure of input data and properly follows the subse-
quent instructions, we compose system prompts §A.2 that are
shared by all incoming inference requests (including labeling
and rule extraction). The system prompts precisely state the
objective of the application (e.g., flag malicious traffic for
intrusion detection) and enumerate the names and meanings
of each feature in the network dataset.

In-context Learning Prompt (P1): To begin with, here are

some labeled flows for your reference later. The last field is

the binary label (0 for benign and 1 for malicious): [Flows,
their features and labels go here]. Next, I will give

you some unlabeled flows for labeling. Please let me know if

you understand the requirement by answering yes or no.

• In-context Learning. We take advantage of in-context
learning [36, 90] to improve LLM’s ability to label network
data (or packets) with higher accuracy without (re)training
or fine-tuning the original model. We provide a few labeled
examples from the CIC-IDS2018 dataset [98]. The network
traffic in these examples contains similar attack types (such as
brute force attacks and DDoS attacks) to those present in the
evaluation dataset (CIC-IDS2017). However, it is collected
from a different network and at a different time. Using these
labeled examples, we construct an in-context learning prompt
(P1) shared by all subsequent inference requests.

Data Labeling Prompt (P2): Please give me a label for each

of these unlabeled flows. No explanation or analysis needed,

label only; one flow on each line. Format for each line: (flow

number) label. [Flows and their features go here].

• Data Labeling. Whenever we invoke the label() func-
tion, we first compose a labeling prompt (P2). This prompt
specifies the expected response format, facilitating easy pars-
ing of responses for per-packet labels. Additionally, it includes
all the data to be labeled, and structured in accordance with
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the system prompt. We concatenate the system prompt, the in-
context learning prompt, and the labeling prompt, and submit
an API request to the LLM.

Rule Extraction Prompt (P3): To begin with, here are some

example input flows for your reference later. [Flows and
their features go here]. Based on these example in-

put flows, can you do some analysis and help me come up

with some rules or heuristics (in the form of a Python func-

tion) to determine if an unlabeled flow is benign or not? Make

sure that in the Python function, you label a flow as mali-

cious only when you are very confident. Name the function

label_flow_with_rule_cache(), and pass it in a format

that can be executed by exec(). The input of the function

should be the 16 features in the system prompt (in order),

and the output should be 0 (benign) or 1 (malicious).

• Rule Extraction. To extract rules to store in the labeling
rule cache for fast and resource-efficient labeling, we con-
struct a rule-extraction prompt (P3). This prompt explicitly
requests the LLM to generate rules and heuristics for data
labeling as a Python function, specifying the expected in-
put/output formats to simplify the parsing of the generated
responses. §A.3 shows an example function generated by the
LLM for fast labeling.

5 Evaluation
In our evaluation, we show: (a) using three different choices
of knowledge sources, CARAVAN is able to efficiently label
new incoming network traffic for the purpose of model vali-
dation and retraining, and can achieve almost the same level
of inference accuracy gains compared to using ground-truth
labels (§5.2.1). (b) CARAVAN’s accuracy proxy and retraining
trigger allow us to efficiently determine when to initialize or
stop retraining. As compared to continuous retraining, the use
of accuracy proxy and retraining trigger has the potential to
reduce GPU compute cost by an average of 74.55% without
significantly hurting inference accuracy gain (§5.2.2). (c) In
software simulation (§5.3.1), CARAVAN is able to achieve a
30.3% improvement in F1 score (on average) compared to
static offline models across three chosen applications. CAR-
AVAN’s accuracy proxy and retraining trigger enable 61.3%
saving in GPU compute time (on average) for retraining with-
out significantly compromising inference accuracy gains. (d)
In the end-to-end Taurus FPGA testbed (§5.3.2), CARAVAN
continuously keeps in-network ML models up-to-date with
changing traffic dynamics and maintains high inference accu-
racy at network line-rate. With accuracy proxy and retraining
trigger, CARAVAN improves over static models in terms of F1
score by an average of 30% with 56.23% less CPU usage and
similar memory footprint as continuous retraining baselines.

5.1 Experiment Setup
Use Cases. To evaluate CARAVAN, we select two network
traffic analysis applications widely used and evaluated by

prior work in the domain of in-network ML (Table 1). (a) Net-
work Intrusion Detection: The goal is to flag network flows
or network packets regarding whether they involve malicious
activities. We expect the in-network ML model to offer a
preliminary analysis of the network flows through binary clas-
sification before running more expensive downstream security
analysis instead of providing complete end-to-end protection
of a networked system. This application is an example of
how in-network ML could improve the security of networked
systems. (b) IoT Traffic Classification: The goal is to assign
an IoT device type to a network flow or packet. Classifica-
tion results from the in-network ML model enable operators
to know what different flows might entail (e.g., application
or data type) early in the network, and to act correspond-
ingly based on different devices, applications, or data types
to optimize for the quality of service (QoS) or user quality of
experience (QoE). For example, network flows from video
cameras might require allocation to a less congested network
path, since the user will likely be in a live video conference. In
this case, fewer packet retransmissions and lower latency are
critical to good user perception of video and service quality.
This application is an example of how in-network ML could
improve the performance of networked systems.

Datasets and In-network ML Models. We closely follow
prior work in the domain of in-network ML when choosing
datasets and in-network ML models. A summary of these
datasets and related statistics is available in Table 1.

For network intrusion detection, we follow prior work [101,
125] to use CIC-IDS2017 [98] and UNSW-NB15 [84]. With
CIC-IDS2017, we use the same features from pForest [37]
and a deep neural network with similar architecture to the one
from Taurus [104]. With UNSW-NB15, we use the same fea-
tures and one of the deep neural networks from the intrusion
detection example of N3IC [101]. For IoT traffic classifica-
tion, we follow prior work [101,125] to use UNSW-IoT [102].
For the in-network ML model, we follow the IoT traffic clas-
sification example of N3IC [101] in terms of feature selection
and model architecture. For multi-class classification, we use
one of N3IC’s four-layer deep neural networks, which have
16, 64, 32, and 10 neurons on each layer, respectively; we
replace the binary weights with 32-bit weights.

Choices and Configuration of Knowledge Sources. We
choose three knowledge sources for the labeling agent to use.
(a) A DNN-based classifier for intrusion detection on CIC-
IDS2017: The DNN-based classifier has 8 layers and 13,222
parameters in total. The architecture is similar to a stacked
autoencoder in DeepPacket [78]. It is trained on a small part
of CIC-IDS2017 (a subset that is not used during testing)
and a small part of CIC-IDS2018 [98] (a different intrusion
detection dataset from the same publisher). (b) A large lan-
guage model for intrusion detection on UNSW-NB15: The
large language model is based on GPT-4 [87] text completion
APIs. We program the user prompts properly so the language
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Application Dataset # Samples # Features # Classes # Drifts

Network Intrusion Detection CIC-IDS2017 [98] 7,000 16 2 7
UNSW-NB15 [84] 5,000 20 2 5

IoT Traffic Classification UNSW-IoT [102] 108,000 16 10 9

Table 1: Network applications and datasets used in our evaluation with input features listed in §A.2 and [101]. A drift
occurs in intrusion detection with the arrival of new attack traffic, and in IoT classification with unseen IoT device traffic.
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Figure 4: CARAVAN’s labeling agent generates labels for
online training, bringing comparable levels of accuracy
gain as ground-truth labels across three different knowl-
edge sources.

model can understand the particular format of our input net-
work flows and generate labels in a format easily parsed by
the labeling agent. To improve labeling accuracy, we take
advantage of in-context learning and give the language model
10–20 labeled flows (not used during testing) for reference.
(c) An IoT device list for IoT traffic classification on UNSW-
IoT: We use the device list provided by the original dataset
publishers. To ensure that the device list will generate strictly
worse labels than the ground-truth labels, we modify the MAC
address of some network flows so that the device list is unable
label them. Overall, the device list can identify and label 10%
of all the network flows in the dataset.

Quality and Usage Metrics. For accuracy, we use the F1
score [50] as the performance metrics for evaluating the qual-
ity of an in-network ML model. In machine learning, the F1
score is often preferred over basic metrics like classification
accuracy. It provides a more nuanced measure of a model’s
performance, especially when class distributions are imbal-
anced or when the costs of false positives and false negatives
differ. This preference for accuracy metrics aligns with previ-
ous research in the field [37, 101, 104, 122]. To better model
the performance gain of the validation and online learning
processes, we use the metrics of accuracy gain, defined as the
increase in the F1 score of the retrained in-network ML model
compared to that of the offline one. To determine the accuracy
of a specific experiment, we first calculate an F1 score based
on the model predictions and ground-truth labels at the end
of each labeling window using the data from that window.
Ultimately, we report the average F1 score, or the average
increase in F1 score (i.e., F1+) compared to the offline model,
as the final accuracy metric or accuracy gain.

To quantify the system resource usage for online training,
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Figure 5: A comparison of generated labels using CAR-
AVAN’s labeling agent versus ground-truth labels for a
low-accuracy and fast knowledge source (IoT device list)
during data drift (i.e., encountering new data classes).

we use the metrics of GPU compute time, defined as the time
spent on the GPU during online training. When using large
language models as a knowledge source, we also use tokens
used for labeling to demonstrate the cost of using an expensive
knowledge source for labeling, defined to be the aggregate
number of tokens (an addition of prompt tokens by the user
and completion tokens by the language model) used for the
labeling task.

End-to-End Testbed. We use the Taurus FPGA-based
testbed [104] for end-to-end evaluation. A 32-port program-
mable Tofino Wedge100BF-32x switch [21] is used to sample
packets for the control plane and manage the Taurus ML core,
which is emulated as a bump-in-the-wire FPGA. The switch
bypasses its internal traffic through the Xilinx Alveo U250
FPGA [3], which is used to emulate the in-network ML model.
The control plane runs a process to perform model validation
and retraining on the sampled packets and update the model
weights in the FPGA via PCIe. It also runs the ONOS con-
troller [18] and a Python REST API to install forwarding rules
on the switch. Two 80-core Intel Xeon servers generate and re-
ceive traffic via ScaPy [19] or MoonGen [44]. The in-network
ML model has been compiled to Verilog using the Spatial [70]
compiler and installed on the FPGA for evaluations.

5.2 Microbenchmarks
5.2.1 Effectiveness of the Labeling Agent. We find that
noisy labels and partial-coverage labels generated by imper-
fect knowledge sources can still lead to decent inference ac-
curacy gains after online training.
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Figure 7: Though labeling rule cache generated by LLMs
are subject to data drift, they generate accurate labels in
a short local period of time.

Effectiveness of Noisy Labels. Noisy labels are defined to be
labels that might be incorrect, and may be generated by knowl-
edge sources like DNN-based classifiers or large language
models in our case. Though these two knowledge sources
(DNN-based classifier and language model) can generate a
label for every sample of new incoming window when re-
quested, we find that the overall quality of generated labels
is around 0.7 to 0.8 in terms of F1 score on a small develop-
ment set, indicating that there is a non-trivial level of noise in
generated labels. We use these generated labels for a simple
experiment of continuous online training, in which we skip
validation and retrain at the end of every labeling window.
We find that even with noisy labels, we are able to obtain a
level of inference accuracy gain that is similar to the gain if
we retrain with ground-truth labels under different labeling
window sizes (Figure 4). The reason accuracy gain tends to
decrease as window size increases is that we use a fixed num-
ber of 30 epochs for training; with larger training data sizes,
it generally takes longer for the model to converge.

Effectiveness of Weak Supervision Labels. In the case of
CARAVAN, weak supervision labels are defined to be labels
that only cover a subset of all the samples in a labeling window
and can be generated by low-accuracy but fast knowledge
sources (e.g., an IoT device list) as discussed in §3.1.1. In
our setup, the IoT device list can only label around 10% of
all network flows in the dataset. To verify whether such a
knowledge source can effectively mitigate model drift, we
continuously retrain an ML model when new types of devices
are present in the incoming data. We find that even with weak
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Figure 8: CARAVAN’s accuracy proxy F1 scores align with
the real F1 scores in terms of relative changes in accuracy
on a temporal scale, particularly in instances of data drift.

supervision labels that have partial coverage, we can achieve
a comparable level of inference accuracy gain when data drift
occurs (after the arrival of a new class) to that of retraining
with ground-truth labels (Figure 5). At the same time, we find
that the device list cannot be used independently to classify
incoming data with high accuracy due to partial coverage, as
depicted in Figure 5.

5.2.2 Effectiveness of Labeling Rule Cache, Accuracy
Proxy, and Retraining Trigger.

Labeling Rule Cache. As discussed in §3.1.1, when using
expensive knowledge sources like large language models, we
can request the knowledge source to generate temporary rules
or heuristics in a rule cache that can be used for fast and cost-
effective labeling for the following few labeling windows.
In our experiment, we call language models for labeling and
rule generation (in the form of a simple executable function)
every 4, 7, 10, and 20 labeling windows. We use the generated
function as the rule cache for labeling at the end of all other
windows. By invoking the language model every 4, 7, or
10 windows, we achieve nearly the same level of inference
accuracy gain after online training compared to employing
language models for labeling at every window, while utilizing
65.4% fewer tokens on average (Figure 6). Note that the rules
or heuristics in the rule cache can quickly go stale, especially
in the case of a concept or data drift (Figure 7), so the rule
cache should be updated frequently to avoid the generation of
highly noisy labels.

Accuracy Proxy. We set up accuracy proxy in the same way
as defined in §3.2.1, and verify if it is consistent with our
insight that it can be used to reveal potential concept or data
drifts even though it is not numerically equivalent to the real
accuracy. In an incremental-class learning setup, where a new
data class shows up in the incoming data every 10 labeling
windows, we find that accuracy proxy is consistent with the
real accuracy in terms of overall trend and relative changes in
accuracy level on a temporal scale (Figure 8).

Retraining Trigger. To demonstrate the potential of using
retraining triggers to avoid excessive retraining and save GPU
compute time, we set up a window-based retraining trigger
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Figure 10: The relationship between CARAVAN’s retrain-
ing accuracy gain and the labeling accuracy of the knowl-
edge source. (Labeling accuracy is the percentage of data
that can be correctly labeled by the knowledge source,
compared to ground truth labels.)

that reduces the frequency of retraining from once every label-
ing window to once every 5, 10, 20, and 40 labeling windows.
We observe that even with this straightforward retraining trig-
ger, we manage to save an average of 74.55% GPU compute
time, with at most a 0.05 reduction in inference accuracy gain
in terms of F1 score when retraining occurs every 5 or 10
windows (Figure 9).

5.2.3 Sensitivity to External Knowledge Sources. CAR-
AVAN assumes that users will be able to provide reliable
knowledge sources that be adapted for data labeling. When
inaccurate knowledge sources are used, the accuracy gain
from CARAVAN’s retraining may decrease and sometimes
even drop below zero, as illustrated in Figure 10. We discuss
potential solutions to this issue in §6.

5.3 End-to-End Improvement
We evaluate the end-to-end improvements of CARAVAN in
software simulation and on the Taurus FPGA testbed [104].

5.3.1 Software Simulation. In software simulation, we find
that CARAVAN is able to achieve a 30.3% improvement in F1
score (on average) as compared to static offline models across
three chosen applications (Figure 12). We also find that the
gap between inference accuracy gain of continuous online
learning with ground-truth labels and with labeling-agent gen-
erated labels stays as little as 0.4–2.1% for intrusion detection
with DNNs as knowledge source, and 0.5–1.8% for IoT traffic
classification with device lists as knowledge source. Though
that gap can be as large as 11% for intrusion detection with
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Figure 11: End-to-end results on the Taurus FPGA
testbed. CARAVAN keeps in-network ML models up-to-
date against changing traffic when operating at line rate.

System LUT% FFs% BRAM% Power (W)

Taurus: Offline 6.49 4.35 4.15 16.86
CARAVAN 6.81 4.71 4.15 17.16

Table 2: Resource usage of CARAVAN’s in-network model
for intrusion detection on the Taurus FPGA testbed.

a large language model as a knowledge source, we believe
that performance can be further improved when specialized
network foundation models are used as knowledge sources in
the future. Moreover, CARAVAN’s accuracy proxy and retrain-
ing trigger enable 61.3% savings in GPU compute time (on
average) for retraining without significantly compromising
inference accuracy gain.

5.3.2 FPGA-based Experiments. In the Taurus FPGA
testbed [104], we run an intrusion detection application with
the same in-network model as in software simulation, pro-
grammed with Spatial [70]. We generate traffic by sampling
35 M packets from the CIC-IDS2017 dataset, while ensur-
ing a uniform distribution of the seven attacks present in the
dataset (i.e., 5 M packets for each attack). We preserve the
order of the attacks as in the original dataset. Using Moon-
gen [44], we send packets at 0.5 Million packets per second,
and set the sampling rate to about 0.1%. Each labeling win-
dow receives about 500 packets. We find that CARAVAN can
continuously keep in-network ML models up-to-date with
changing traffic dynamics and maintain high inference accu-
racy under network line rate on a temporal scale (Figure 11).
With accuracy proxy and retraining trigger, CARAVAN further
improves upon static models in terms of F1 score by an av-
erage of 30%. It is worth noting that at times, the accuracy
of CARAVAN can surpass that of the continuous retraining
baselines. This is because continuous retraining for small in-
network models may lead to overfitting, whereas CARAVAN’s
retraining trigger helps mitigate this issue.

5.3.3 Resource Usage & Latency Breakdown. Table 2
shows the FPGA’s percentage resource count in terms of
lookup tables (LUTs), flip flops (FFs), on-chip memory
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Figure 12: Tradeoff between inference accuracy gain and GPU compute time for CARAVAN and continuous retraining
baselines across two applications (intrusion detection and IoT classification), three datasets, and three knowledge sources.
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Figure 13: CPU and memory usage of CARAVAN’s busy-
waiting process for labeling data, retraining model, and
updating model weights.

Retraining Step Latency (ms)

- Retrieving data from InfluxDB 6.041 ± 1.114
- Labeling data with DNN-based IDS 1.015 ± 1.238
- Computing accuracy proxy 1.732 ± 0.073
- Retraining in-network ML model 14.775 ± 0.982
- Installing new model weights 46.145 ± 0.507

Table 3: Latency breakdown of CARAVAN’s retraining
steps on a window of 100 packets for the network intrusion
detection application.

(BRAM), and power (W). In contrast to the vanilla Taurus
implementation (i.e., Offline ML) [104], which lacks support
for online weight updates, CARAVAN introduces minimal ad-
ditional overhead in FPGA resource usage while supporting
live weight updates.

We also measure the CPU and memory usage of the CARA-
VAN’s busy-waiting process that retrieves incoming data from
a streaming database (i.e., InfluxDB), labels it, computes ac-
curacy proxy, retrains models, and issues weight updates (§4).
We see that CARAVAN reduces CPU usage by an average of
56.23% compared to continuous retraining baselines, with-
out incurring any additional memory overhead (Figure 13).
Table 3 further shows a breakdown of each these retraining
steps in CARAVAN.

6 Limitations & Future Work
Optimizing Sample Selection for Online Learning. CARA-
VAN employs random sampling to reduce the volume of input
data sent to the labeling agent. Existing research in online
learning systems shows that network traffic is heavy-tailed
and empirically variable [115], which could undermine the

effectiveness of online learning in real-world deployments if
training samples are not carefully selected [43]. While it is
straightforward to modify the input data sampling and retrain-
ing data formation logic in CARAVAN, developing efficient
and effective algorithms for online sample selection remains
a future research direction that requires further understanding
of both machine learning techniques and the characteristics
of network traffic.

Reverting In-network ML Models. CARAVAN focuses on
updating and improving models using continuous sampling
of and selective retraining on the network’s data, which lets
them adapt to new events. However, in scenarios where data
is compromised, it would be necessary to revert or reset these
models to a previous good state. If online data (such as net-
work traffic) is being used to retrain and update models, bad
actors can poison training data by intentionally feeding bad
traffic in the network. Future research may detect and protect
against these attacks and restore models to a clean state.

Network Telemetry Data for ML. CARAVAN focuses on
retraining models with sampled data but does not dictate how
the collection of such data is performed. However, extensive
research is needed on how to collect and sample data for
the express purpose of retraining ML models. For instance,
some data may not contribute to an increase in the fidelity
of the model, even with further training iterations. In these
cases, the data may simply be orthogonal to the task the ML
model is built for. On the other hand, the system may need to
sample more frequently in cases where notable network events
are detected. For example, a server running out of resources
may indicate a network attack that breaches security. Packets
must be collected so as to classify and inoculate future ML
models to these attacks. In short, collection systems for online
training need to leverage dynamic sampling rates at various
points throughout the network in order to ascertain when and
where to get the best training data.

Creating Domain-Specific Knowledge Sources. In this pa-
per, we repurpose GPT-4 as a knowledge source for network
intrusion detection. We recognize that GPT-4 was not origi-
nally designed or trained for cybersecurity applications; in-
stead, it is used primarily as a proof-of-concept foundation
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model for data labeling. An emerging research direction in-
volves pre-training or fine-tuning domain-specific founda-
tion models for networking or security on larger traffic traces
(e.g., NetLLM [112], NetFound [54], Lens [110]). Another
direction from the machine-learning community aims to en-
hance foundation models to better follow human intents and
self-improve through feedback, whether human-generated
or model-generated (e.g., constitutional AI [29] and self-
improving LLMs [56, 61, 120]). These efforts could lead to
developing knowledge sources that can generate accurate
labels and better align with human expertise and intentions.

Evaluating and Validating Knowledge Sources. CARA-
VAN assumes that the provided labeling sources are sufficient
to cover the space of input data for a given networking use
case. As a next step, these labeling sources must be vetted
further to ensure high-quality label generation. Common ac-
curacy metrics such as F1, precision, or recall are all valid
for assessing how well these labeling sources are performing
(on a given dataset), but additional metrics are required to
assess the full coverage of application space. For example,
in a security context, how many of the commonly seen net-
work attacks can the labeling source cover? Furthermore, the
network community should start making its labeling sources
public to allow retraining systems more effectively—similar
to how various ML communities have put forth public col-
lections of data and benchmarks. For instance, in the case
of foundation models, public benchmarks feature open and
comprehensive evaluations of models on specific applications,
such as chat [124], code generation [74], and question an-
swering [41]; these benchmarks help users select the best
model for their particular use case. Finally, as suggested in
Snorkel [92], multiple labeling sources can be aggregated for
greater coverage and fidelity. In this way, aggregate labeling
sources can generate more accurate labels than individual
sources, effectively allowing a given source to cover the blind
spots of another source.

Generalizing to Larger Control-Plane ML Models. Al-
though CARAVAN is designed for online learning of in-
network ML models, we believe that its core insights and
techniques—such as using weak supervision for labeling data
in an online setup, employing accuracy proxies, and utiliz-
ing retraining triggers to detect and mitigate model quality
degradation—can be generalized to larger ML models de-
ployed in the control plane. These control-plane ML models
also face similar challenges like data or concept drifts [75]
and a lack of labels for model monitoring and retraining in an
online setup [53].

7 Related Work
Systems for Online Learning. Ekya [33] and RECL [67]
discuss how online learning can be done for computer vision
models on an edge server jointly with inference, while CAR-
AVAN studies the case of in-network ML models in which

data-plane inference does not interfere with control-plane on-
line learning. Nazar [58] features how to mitigate data drift
for ML models on mobile devices, and differs from CARAVAN
as it does not address essential components of online learning
(e.g., data labeling).

Data Collection and Generation for Networking. The
emerging need to train ML models for networking tasks and
design new network telemetry algorithms sparks extensive
research in designing better tools for network data collection
and network data generation. NetUnicorn [31] is a platform
for collecting and actively labeling network data for develop-
ing offline generalizable ML models. It features a human-in-
the-loop approach where users can select what data to collect
and label, and it is different from our focus since CARAVAN
features automatic online data labeling after ML models have
been deployed. NetShare [118] enables synthetic IP-header
generation for network flows but has a different focus from
CARAVAN and does not study data labeling for downstream
traffic analysis tasks.

Interpretability of ML Models. With the growth of ML
models in networking, many existing efforts focus on the in-
terpretation of these black-box models to make their decision-
making logic transparent to network operators. For example,
Trustee [62] proposes a framework that determines whether or
not a given ML model suffers inductive biases by extracting
a high-fidelity decision tree from the model being analyzed.
However, such diagnosis of the ML models is not yet automa-
tized and needs a human-in-the-loop. Indeed, CARAVAN can
use Trustee as an orthogonal system component for diagnos-
ing the behavior of the online learning model.

Programmatic Data Labeling. CARAVAN complements and
augments (rather than competes with) existing data program-
ming systems, such as Snorkel [92]. Snorkel uses generative
models to estimate the accuracies of different knowledge
sources, and can potentially be used for conflict resolution in
CARAVAN’s labeling agent. CARAVAN is similar to Snorkel in
the aspect that both point out that weak knowledge sources can
be used for labeling data and training ML models instead of
using them for independent decision-making. However, CAR-
AVAN focuses on how automatic data labeling helps online
learning of ML models and mitigates drifts (by incorporating
knowledge sources, accuracy proxy, and retraining trigger),
while Snorkel focuses on enabling users to label datasets with
multiple knowledge sources for training better ML models
offline.

Weak Supervision in Networking. The concept of weak
supervision has been extensively applied in networking, par-
ticularly in cybersecurity and internet measurement applica-
tions [47, 69, 86]. CARAVAN differs from these works by
focusing on enabling weak supervision in an online setup to
detect model quality degradation and retrain outdated models.
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Label-free Data Drift Mitigation. Recent efforts in network-
ing and security domains feature data drift mitigation with no
need for labels. For example, CADE [117] proposes to train a
neural network that can help determine if new incoming data
has drifted away from training data. However, CARAVAN fo-
cuses on the continuous adaptation of an online model, where
the training data are constantly evolving. Moreover, CADE
uses root cause analysis to fix drifted models offline when
there is no explicit requirement on how fast model update
needs to happen, which is in contrast to CARAVAN’s focus on
the online setting when model updates must be done fast and
automatically to keep up with the high inference rate. In sum-
mary, CARAVAN aims to be a more generalized framework
designed for various in-network ML applications.

8 Conclusion
Once deployed online, in-network machine learning (ML)
models can experience accuracy degradation owing to fluctua-
tions in traffic patterns and changes in online data distribution.
While online learning is a promising solution, it is challenging
in practice due to the need for automatic labeling of evolving
network traffic and the efficient monitoring of model perfor-
mance degradation. To overcome these challenges, we present
CARAVAN, the pioneering system for practical online learning
of in-network ML models. CARAVAN addresses the issue of
labeling new incoming traffic data for retraining by leveraging
diverse knowledge sources that, otherwise, are unsuitable for
real-time decision-making. Moreover, CARAVAN introduces
the accuracy proxy metric to monitor model degradation and
potential data drifts, providing an effective signal to trigger
model retraining. Our evaluation shows that CARAVAN can
keep in-network ML models up-to-date, achieving a 30.3%
improvement in F1 score (on average) and reducing GPU com-
pute time for training by 61.3% (on average), while achieving
similar accuracy gains as continuous retraining. We hope the
development of such a system will not only contribute to the
domain of ML for networking and traffic analysis applica-
tions but also influence the design of practical and efficient
machine-learning systems in general.
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A Details on LLM-based Knowledge Source
A.1 Model Choice & Reproducibility
We use the gpt-4-1106-preview model snapshot from the
OpenAI API service as the LLM—the latest model available
at the time of implementation and evaluation of CARAVAN.
We anticipate that future model snapshots released by Ope-
nAI (such as gpt-4-turbo and gpt-4o) or Google (such
as Gemini Ultra and Gemini Flash) could be adapted for
data labeling using similar prompts, as long as the model sup-
ports a sufficiently large context window. The same would
hold true for emerging open-source LLMs, such as those from
Meta (e.g., Llama 3 series [16]) and Mistral AI (e.g., Mixtral
7B [64]).

The behavior of commercial LLM APIs may evolve over
time, even using the same model snapshot and prompts [39].
To ensure reproducibility, one strategy would involve leverag-
ing open-source LLMs instead of third-party APIs. However,
these LLMs necessitate high-end GPUs or aggressive com-
pression before deployment; we do not use these in our paper.
Another approach is to decrease the temperature [22] during
the generation process to minimize variability across different
runs when utilizing third-party APIs.

A.2 System Prompts

a. System Prompt (UNSW-NB15): You are an expert in net-

work security. The user is now labeling a network intrusion

detection dataset, and he/she wants to assign a binary label

(0 for benign or 1 for malicious) to each traffic flow in the

dataset based on each flow’s input features. He/She will give

you a few labeled flows for reference, and you will then help

him/her label another few unlabeled flows. Feel free to use

your own expertise and any information the user gives you.

These are the features of the input flows and meanings of the

features: dur (record total duration), proto (transaction proto-

col, which will be categorized), sbytes (source to destination

transaction bytes), dbytes (destination to source transaction

bytes), sttl (source to destination time to live value), dttl (des-

tination to source time to live value), sload (source bits per

second), dload (destination bits per second), spkts (source to

destination packet count), dpkts (destination to source packet

count), smean (mean of the packet size transmitted by the

src), dmean (mean of the packet size transmitted by the

dst), sinpkt (source interpacket arrival time (mSec)), dinpkt

(destination interpacket arrival time (mSec)), tcprtt (TCP con-

nection setup round-trip time), synack (TCP connection setup

time, the time between the SYN and the SYN_ACK pack-

ets), ackdat (TCP connection setup time, the time between

the SYN_ACK and the ACK packets), ct_src_ltm (no. of con-

nections of the same source address in 100 connections

according to the last time), ct_dst_ltm (no. of connections of

the same destination address in 100 connections according

to the last time), ct_dst_src_ltm (no. of connections of the

same source and the destination address in 100 connections

according to the last time).

b. System Prompt (CIC-IDS2017): You are an expert in

network security. The user is now labeling a network intrusion

detection dataset, and he/she wants to assign a binary label

(0 for benign or 1 for malicious) to each traffic flow in the

dataset based on each flow’s input features. He/She will give

you a few labeled flows for reference, and you will then help

him/her label another few unlabeled flows. Feel free to use

your own expertise and any information the user gives you.

These are the features of the input flows and meanings of the

features: flow IAT min (minimum packet inter-arrival time in

microseconds), flow IAT max (maximum packet inter-arrival

time in microseconds), flow IAT mean(average packet inter-

arrival time in microseconds), packet length min (minimum

packet length), packet length max (maximum packet length),

packet length mean (average packet length), total packet

length (total packet length), number of packets (total number

of packets in the flow), SYN flag count (number of TCP SYN

flags), ACK flag count(number of TCP ACK flags), PSH flag

count (number of TCP PSH flags), FIN flag count (number of

TCP FIN flags), RST flag count (number of TCP RST flags),

ECE flag count (number of TCP ECE flags), flow duration

(duration of flow in microseconds), and DST port (destination

port).

A.3 A Rule Extraction Output by LLM
In Figure 14, we show an example heuristics-based label-
ing function generated by the LLM, based on 500 unlabeled
flows from the UNSW-NB15 dataset. The model generates
all comments along with the function.

A.4 Concerns Regarding Data Contamination
In the domain of machine learning, data contamination [79]
occurs when pre-trained language models, trained on ex-
tensive web-based datasets, inadvertently incorporate down-
stream test sets into their pretraining corpus. This phe-
nomenon can lead to biases in evaluation metrics and diminish
the generalization capacity of large language models. In CAR-
AVAN, the issue of data contamination is also pertinent, as we
adhere to previous methodologies by utilizing public datasets
for evaluation.

While it is not feasible to entirely eradicate the issue of data
contamination through retraining a new model from scratch,
we implement the following measures to mitigate its potential
impact on our evaluation: (a) We ensure that the LLM never
generates trivial labels, meaning labels that precisely match
the ground truth labels. (b) We carefully examine the labeling
rule functions produced by the LLM to ensure they do not
generate labels through memorization based on features, such
as IP address.

B Artifact Appendix
B.1 Abstract
The artifact includes the software simulation and the FP-
GA/P4 testbed we built for implementing and evaluating CAR-
AVAN. We also include a detailed guide with step-by-step
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def label_flow_with_rule_cache(flow): 

    """ 

        Labels a network flow as benign (0) or malicious (1) based on certain heuristics. 

        This function is designed to be conservative and only labels a flow as malicious when it is highly confident. 

         

        :param flow: A tuple containing features of the flow.  

        :return: An integer label, 0 for benign and 1 for malicious.   

    """ 

     

    # Unpack the flow features 

    dur, proto, sbytes, dbytes, sttl, dttl, sload, dload, spkts, dpkts, smean, dmean, sinpkt, dinpkt, tcprtt, synack,   

    ackdat, ct_src_ltm, ct_dst_ltm, ct_dst_src_ltm = flow 

     

    # Define thresholds and conditions for a flow to be considered malicious 

    # These thresholds are derived from cybersecurity expertise and unlabeled data provided     

    conditions = [ 

        # If the source to destination time to live value is maximum (255) and the destination to source packet count  

        # is 0, it is likely to be a scan or a DoS attack. 

        sttl == 254 and dpkts == 0, 

         

        # If the number of connections to the same source address in the last 100 connections is high (above 30), 

        # it might indicate a scanning activity or a distributed attack. 

        ct_src_ltm > 30, 

         

        # If the number of connections to the same destination address in the last 100 connections is high (above 30), 

        # it might indicate a scanning activity or a distributed attack. 

        ct_dst_ltm > 30, 

         

        # If the number of connections to the same source and destination address in the last 100 connections is high  

        # (above 30), it might indicate a scanning activity or a distributed attack. 

        ct_dst_src_ltm > 30, 

         

        # If the TCP connection setup round-trip time, the time between the SYN and the SYN_ACK packets, 

        # and the time between the SYN_ACK and the ACK packets are all 0, it might indicate a SYN flood attack. 

        tcprtt == 0.0 and synack == 0.0 and ackdat == 0.0, 

    ] 

     

    # If any of the malicious conditions are met, label the flow as malicious 

    if any(conditions): 

        return 1 

         

    # Otherwise, label the flow as benign 

    return 0 
 Figure 14: A heuristics-based labeling function generated by the LLM.
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instructions for automatically running the key experiments
and plotting the figures presented in the paper.

B.2 Scope
The simulation/ folder contains the source code to automat-
ically run key experiments from the paper and reproduce the
corresponding figures (i.e., Figures 4–10, 12). The testbed/
folder contains the new code changes and the instructions to
set up and run the FPGA/P4-based evaluations for CARAVAN.

B.3 Contents
The artifact is provided as a self-contained repository avail-
able at https://github.com/Per-Packet-AI/Caravan-Artifact-
OSDI24.

• simulation/ contains the software code for re-
producing evaluated figures, with automation scripts
for generating data and producing figures located
at simulation/scripts/experiments.sh and
simulation/scripts/plots.sh, respectively.

• testbed/ contains a modified version of the Taurus
FPGA testbed [104] for testing CARAVAN’s use cases.

B.4 Hosting
CARAVAN is hosted on GitHub: https://github.com/Per-
Packet-AI/Caravan-Artifact-OSDI24.

B.5 Requirements
Hardware. CARAVAN requires at least an 8-core server with
16 GiB of RAM, one CUDA 12.1-compatible GPU (e.g.,
Nvidia V100), along with Internet connectivity to access Ope-
nAI API endpoints. We recommend using a Google Compute
Engine (g2-standard-8) instance.

Software. CARAVAN runs with Python version 3.10 or later
with CUDA support. The complete list of dependencies
is available in simulation/pyproject.toml and gets in-
stalled automatically using pip install -e . from the
simulation/ directory.
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