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Rise of LLMs 🦄

Image credits: Kwon and Li et al.

& Inference Systems 🚀

(2021) (2022) (2023)

20-30x Higher 
Throughput
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🤔
Can we maintain low latency

with high throughput?



    Demo 📺
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Model Accelerator Knobs: Parallelism, etc.

   Choices

   Objective

Minimize Cost: QPS/$

In this talk…

🔬 Latency-throughput tradeoff: Analyzing LLM batching policies

🥗 Finding a free lunch: Arithmetic Intensity Slack in LLM Inference

🧠 Stall-free batching: Leveraging chunked prefill to overcome the 
latency-throughput tradeoff

🧮 Evaluations: Key results and analysis
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What causes the latency-throughput 
tradeoff in LLM inference systems? 🕵
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🔄 Background: LLM Inference 101
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Prefill

Iteration 1 Iteration 2 Iteration 3 Iteration 4

Is tomato a 
fruit? 

Yes it is

Decode

High      
Parallelism

Low 
Parallelism

👍GPU Utilization 👎GPU Utilization



How to improve parallelism during 
decode phase? 🤔

Batching 
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Ad , Bd, Cd Dp Ad , Bd, Dd, EdEp

C exits; D, E enter

Decodes for requests A, B, D stalled 

Timeline

vLLM

Ad , Bd, Cd

C exits; D, E enter FasterTransformer

Ad , Bd Ad , Bd Bd Bd Dp, Ep

A exits B exits
Prefills for requests D, E stalled

Prefill
Prioritizing
Policy 

Decode 
Prioritizing
Policy

TBT without prefill interference TBT with prefill interference

🥞 Background: Batching LLM Inference

Ad , Bd, Dd, Ed

Ad , BdAp

A, B enter

t=0

Bp Ad , Bd
…

Prefill Batched 
Decode

Decode efficiency increases linearly with batch size 🚀

🔼 Batch size ⇒ 🔼 Throughput

(2021) (2022) (2023)

20-30x Higher 
Throughput
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🔎 The Prefill-Decode Scheduling Conundrum 
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A exits
Low batch size poor throughput
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Prioritizing
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⚖ The Latency-Throughput Tradeoff

Decode Latency

Th
ro

ug
hp

ut

vLLM
Prefill prioritizing

FasterTransformer
Decode prioritizing

Orca
Prefill prioritizingIteration-level

batching

Paged
Attention

Sarathi-Serve

Existing batching policies make a harsh latency-throughput tradeoff ❗



How can be we achieve both high 
throughput and low-latency? 🤔
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🔎 The Prefill-Decode Scheduling Conundrum 
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Cp   +   Ad , Bd ?



🔎 Mixed Batching 
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Mistral 7B on A100 

Challenge

😭 Naively combining prefill and decode 
operations leads to increase in latency

Idea

 Fused computation of prefill and 
decodes

AD BP+ AD

Latency = 16ms

Orca

AD

vLLM

BP AD, BD

Decode Latency SLO = 10ms

Latency = 24msLatency = 8ms



Key Insight

Prefill computation can be done at a 
marginal cost with careful batching💡
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🔎 Observation: Arithmetic Intensity Slack

LLama-2-70B on 4-A100 GPUs

Latency 
dominated
by weight
fetch time

Constrained
due to memory 
overhead in 
decode phase

Latency 
dominated
by compute
Grows linearly
with num tokens

Independent
of num tokens



Key Idea

🔪 Split large prefills into smaller 
chunks – just enough to consume the 
leftover compute budget in decode 
batches

🧠 Stall-free Batching
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AD

Baseline - vLLM

BP AD, BD AD, BD

AD

Sarathi-Serve

BP1+ AD BP2+ AD

Memory 
Bound

Compute 
Bound

Gain!

Compute-Memory 
Balance

Decode Latency SLO = 10ms

Latency = 8ms Latency = 24ms

Latency = 9ms
~Uniform inter-token latency 
based on TBT SLO 



    Demo 📺
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Evaluations 🧮 
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📐 Background: Performance Metrics

🚌 Time to first token (TTFT): Time required for the first token to 
show up from the time user submits a request

🏎 Time between tokens (TBT): Latency between each output 
token

🏋 Capacity: Maximum QPS that can be served while satisfying 
latency SLOs
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🧮  Serving Capacity under SLOs

Setup
ShareGPT4 trace on on A100 GPUs with strict (S) and relaxed (R) latency SLOs

2-4x higher capacity 🎉

adapt using different 
chunk sizes

5-6x higher capacity 🎊



😨 Problem: State-of-the-art systems sacrifice decode latency to achieve higher 
throughput

💡 Key Insight - Low arithmetic intensity of decodes allows for adding compute 
intensive prefills with negligible decode latency cost

🧮 Key Results - We achieve optimality in both latency and throughput 
simultaneously leading up to 6x higher capacity under SLO constraints

🎉 Industry Adoption - Available in all major serving frameworks and more.
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🗒  Summary


