3N SENIX

SECURTTY 9YMPOSIM

QFA2SR: Query-Free Adversarial Transfer
Attacks to Speaker Recognition Systems

Guangke Chen, Yedi Zhang, Zhe Zhao, Fu Song <

o b

COER LT T
:. ‘.. %
EXRL T ) e
A

%, o

& ¢/ ShanghaiTech University

Guangke Chen: https://guangkechen.site

Fu Song: songful983@gmail.com




Voiceprint Recognition (VPR)

Identify a person by his/her speeches, a.k.a., speaker recognition

B identity verification in banks’ telephone-communication

What is TD VoicePrint and how do | enroll?

Citi Uses VOice Prints TO TD VoicePrint is a voice recognition security technology we can use to verify your identity whenever you call us. Your voiceprint, like your
AUthentiC ate Cu Sto mers fingerprint, is unique to you - no one else has a voice just like you.
Quickly And Effortlessly

* Call Live Customer Service 1-888-751-9000
s Request to enroll in TD VoicePrint
* The customer service representative will get you set up

Citi Bank TD Bank



Voiceprint Recognition (VPR)

Identify a person by his/her speeches, a.k.a., speaker recognition

B password-free payment

Customer “Tmall Genie, I'd like to order a mobile refill card.”

Genie “Master, I would recommend China Mobile’s refill card. The total price is
100 RMB. It will be delivered to (address). May I place the order for you?”

Customer “Yes, please place the order.”

Genie “Sure! In order to proceed, let us do voice authentication first. Please keep
quiet around, and after the ‘beep’, say ‘Tmall Genie, 2065.”” (Here 2065 is
the authentication code randomly generated by the system.)

Customer “2065”.

Genie “Alipay discount 1s applied. If you want to know the delivery status, you can
let me know by saying Tmall Genie, tracking information.””




Voiceprint Recognition (VPR)

Identify a person by his/her speeches, a.k.a., speaker recognition

B access control in smart home, smartphones, and mobile applications

The applications of Junlin's voiceprint recognition solutions on Smart Household Appliances can realize user permission

management to distinguish different family members’ permission to different appliances. For example, the parents could

be able to control all appliances, while the children can only control the appliances inliving room and children’s room,

which makes it easy, convenient, safe and comfortable to control the whole house by voice.

)))
- Dragon ID from Nuance Uses Voiceprint to
&=
S @Op Unlock Phones

| Voiceprint Enabled

Article | Comments

Log in via Voiceprint ()



Voiceprint Recognition (VPR)

Identify a person by his/her speeches, a.k.a., speaker recognition

B key-word detection of voice assistants

Teach Google Assistant to recognize your voice \What Is Alexa Voice ID?

with Voice Match

Alexa voice ID helps Alexa recognize you when you speak and provide a
When you turn on Voice Match, you can teach Google Assistant to recognize your voice so it personalized experience.
can verify who you are before it gives you personal results. You can turn on Voice Match for a

Set up voice recognition and Personal
Requests

When you set up voice recognition, Siri can recognize multiple voices, so that everyone in your home can
enjoy personalized music and media. When you set up Personal Requests, you can do even more with
voice recognition—like send and read messages, check your calendar, make phone calls, and more.




Speech Adversarial Examples against VPR

Attack vectors: replay, voice synthesis/conversion,
hidden speech, backdoor, adversarial attacks

Imposter \
Bob’s Qo)

voiceprint model

/

“It is not uttered by Bob”
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Speech Adversarial Examples against VPR

Attack vectors: replay, voice synthesis/conversion,
hidden speech, backdoor, adversarial attacks

f/ t’O Q — Wm perturbation
@ H H _lllsten
Imposter \
Bob’s Qo)lom g

voiceprint model

/ “Itis not uttered by Bob”

“It is not uttered by Bob”




Speech Adversarial Examples against VPR

Attack vectors: replay, voice synthesis/conversion,
hidden speech, backdoor, adversarial attacks

ﬁ/ 0*0 Q — Wm perturbation
@ H H _lllsten
Imposter
Bob’s Qo)lom ((‘g

voiceprint model

£  “ltis not uttered by Bob’ |
A “ — unauthorized access
w\s«‘a\o property damage
“It is not uttered by Bob” ‘It is uttered by Bob” " 7] issue malicious instructions
— launch follow-up attacks




Query-free black-box attack: QFA2SR

Motivation:
White-box: unpractical
Query-based black-box: charges; frequency limit; no exposed query APIs

Threat model: Black-box & Query-free
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Query-free black-box attack: QFA2SR

Motivation:
White-box: unpractical

Query-based black-box: charges; frequency limit; no exposed query APIs

Threat model: Black-box & Query-free

Solution:
Leverage transferability

Challenge:

Transferability of speech adversarial examples is extremely low

Transfer rate

- - 0.3 0.5 1.6 1.5 0.9 0.2
4.8 1.2 - - 3.9 1.5 2.2 0.5
0.6 0 0 0 - - 0.9 0.3
0.9 0.1 0.2 0 1.8 0.2 - -

same architecture, training dataset, acoustic feature, scoring method



Query-free black-box attack: QFA2SR

Our attack:
three approaches to enhance transferability

Adversarial
QFA2SR Voice
Victim 9.----------.;@. .......... , M
—| ! Tailored Loss | E Time-Freq i
| Functions i} Corrosion | |Transfer|
"’ Select Ié:::::::::::f'_':::::::::::::
i SRS Ensemble : Target
Adversary I " ‘ ] SRS
Benlgn V01ce : . L % : Enroll
TUtter ! ' ‘ ! U Victim
tt
Impomrg :L Surrogate SRS Zoo E ||||||I||||‘ “|||| erg




QFA2SR: Tailored Loss Functions

Design loss functions tailored to different attack scenarios and VPR

B targeted attack on open-set identification:

cross entropy — fCE(X) = —log[Softmax(S(x))|; f1(x) = —=[S)];
margin loss — fyv (X)) = max;cgi4 |S(x)]; — [S(x)]; X: voice
f2 (x) — maX{elamaXieG,i#t [S(x)]i} . [S(x)]t S(x): score vector

; t: target speaker
threshold-based decision-making G: group of enrolled speakers




QFA2SR: Tailored Loss Functions

Design loss functions tailored to different attack scenarios and VPR

B targeted attack on open-set identification:

cross entropy — fcg(x) = —log[Softmax(S(x));  [f1(x) = —[S(x)];
margin loss — fyv (X)) = max;cgi4 |S(x)]; — [S(x)]; X: voice
f2 (x) — maX{Q,maXieG,i#t [S(x)]i} L [S(x)]; S(x): score vector

t: target speaker

v .. .
threshold-based decision-making G: group of enrolled speakers
25
Q
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o
n B .
g 15 Il Cross entropy and margin loss
O -
Y101 are sub-optimal
A L I r— fu ASRy  —— f1 ASR¢ P
% 5' — fCE ASRt —— f2 ASRt
O
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QFA2SR: Tailored Loss Functions

Design loss functions tailored to different attack scenarios and VPR

B untargeted attack on open-set identification:

cross entropy — Jce(¥) = —log[Softmax(S(x))]s X: Voice
x) = max{0,max;cq iz [S(x)]i} — [S(x)]s S(x): score vector

£
margin loss — fy(x) = maxjegixg[S(x)]i — [S(x)]s s: argmax; [S(xo)];
£(x) = —[S(x)]; f3(x) = 8 —max;cg[S(x)];| G group of enrolled speakers




QFA2SR: Tailored Loss Functions

Design loss functions tailored to different attack scenarios and VPR

B untargeted attack on open-set identification:

cross entropy — Jce(¥) = —log[Softmax(S(x))]s

X: voice
f2(x) = max{8,maxicg izs[S(¥)]i} — [S(¥)]s S(x): score vector
margin loss — f(x) = maxicq.izs[S(x)]i — [S(¥)]s s: argmax; [S(xo)];

i) =—[SX)s| [f(x) =0—maxicg[S(x)];|  G:group of enrolled speakers

§70-

2 601

e 507

g 40 ! F3 is the best;

é;’g_ —— fASR, - f5ASR, Mmarginlossis the worst

5 10 —— f7 ASR,, —— f5 ASR,

2101
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QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — f:] Wi X f(x;Rk)



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — 5:1 Wi X f(X;Rk)

Two ensemble strategies:
® dynamic weights selection



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — 5:1 Wi X f(X;Rk)

Two ensemble strategies:
® dynamic weights selection

uniform weight Wy = % fork=1,.--.K



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — 5:1 Wi X f(X;Rk)

Two ensemble strategies: i ' _ |

® dynamic weights selection VPR 1 —1/1 =22 | bias towards
0 (PLDA; [—o0, 4+00])| -

() uniform weight  wy = & fork=1,--- K VPR 2 —— fx = 0.5

(cosine; [—1,+1])



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — E:] Wi X f(X;Rk)

Two ensemble strategies: i ' _ |

® dynamic weights selection VPR 1 —1/1 =22 | bias towards
0 (PLDA; [—o0, 4+00])| -

() uniform weight  wy = & fork=1,--- K VPR 2 —— fx = 0.5

(cosine; [—1,+1])

) dynamic weight: surrogate-specific; iteratively updated
Jens < fens + ff/%ﬂ Mk < Mk + ﬁ‘;—“‘r‘ O ¢ Ox + 5 ((fi — ) — o)



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

fens — f:] Wi X f(X;Rk)

Two ensemble strategies:
® dynamic weights selection

(%) uniform weight Wy = % fork=1,.--.K
) dynamic weight: surrogate-specific; iteratively updated

fens <_fens—|_ff/;—ik :uff{_yk_kﬁcfyk_; Gk%ﬁk—’_%((fk_ﬂk)z_ﬁk)

Table 22: The effectiveness of SRS ensemble for 4iq;.

T IV ECAPA XV-P XV-C Res18-1 Res18-V Res34-1 Res34-V Auto
S ASR;-s|ASR;-d ASR;-s| ASR;-d | ASR;-s| ASR;-d |ASR;-s| ASR;-d | ASR,;-s | ASR;-d | ASR,;-s | ASR;-d | ASR;-s | ASR;-d | ASR;-s | ASR;-d | ASR,-s | ASR,-d
Best-single 11.9 6.7 47.1 39.8 39.1 23.7 5.8 34 4.8 1.2 0.6 0.5 3.9 1.5 22 0.5 22 3.8
Uniform-Ens (w/o T)| 21.7 15 58 527 47.5 27.2 134 8.1 3.3 0 0 0 7.8 4.6 6.7 3.2 6.5 4.6
Dynamic-Ens (w/o T)| 19.7 14 66.6 60 64.6 49.4 12.3 6.8 24.3 11.5 13.8 6.5 30.2 221 34.5 21.3 239 18.1

Note: (1) S and T denote the surrogate and target SRSs, respectively. (2) Best single denotes the surrogate SRS that leads to the largest ASR,, which varies with the target. (3) “W/o T”
means that all the SRSs except the target are used as surrogate.

dynamic weight dominates uniform weight



QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

Two ensemble strategies:
® dynamic weights selection
® Global score ranking

untargeted attack on open-set identification:
X: voice
f3 ()C) —0— maXx;cG [S()C)]l S(x): score vector
G: group of enrolled speakers
local score rank differs = i differs - inconsistent optimize directions
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QFA2SR: SRS Ensemble

combine diverse surrogates - more likely to transfer to unknown target

Two ensemble strategies:
® dynamic weights selection
® Global score ranking

untargeted attack on open-set identification: |
X: voice
f3 ()C) — 0 — maX;cG [S(X)]l S(x): score vector

G: group of enrolled speakers
local score rank differs = i differs - inconsistent optimize directions
Define global score rank to aggregate local ranks by voting or summation

(%) local rank
@ global rank

Attack Success Rate (%)

same-enroll differ-enroll



QFA2SR: Time-Freq Corrosion

use randomized modifications functions to simulate and
approximate the decision boundary of unknow target

randomized modifications functions

® Time-domain |
X W_' time-domain function ﬁWW -

Reverberation-distortion (RD): convolve x with Room Impulse Response
Noise-flooding (NF): add Gaussian noise to x

Speed-alteration (SA): TT or Il speed of x

Chunk-dropping (CD): drop partial chunks of x

Frequency-dropping (FD): drop some frequency components of x



QFA2SR: Time-Freq Corrosion

use randomized modifications functions to simulate and
approximate the decision boundary of unknow target

randomized modifications functions

® Time-domain |
X W_' time-domain function ﬁWW -

® Frequency-domain frequency
I P frequency-domain F
LWW}“—'time ! 7 -
2 | T-P
! ‘_;_
F

Time-warping (TW): scale “image” A1 from P X Ftow X F , scale A2 from (T —P) X Fto (T—w) X F ,
w Is randomly chosen

Time-masking (TM): zero mask random consecutive frames along the time-axis

Freqguency-masking (FM): zero mask random consecutive channels along the frequency-axis



QFA2SR: Time-Freq Corrosion

use randomized modifications functions to simulate and
approximate the decision boundary of unknow target

randomized modifications functions
® Time-domain

® Frequency-domain

® Serial or parallel combinations

Table 19: ASR, of time-freq corrosion in A4}, where Para denotes RD+NFIISA+CD+FDITW+TM+FM.

Baseline Single Serial Parallel
RD | NF | SA | CD | FD | TW | TM | FM | RD+NF | SA+CD+FD | TW+TM+FM | Para
Same-enroll 39.1 522 | 59 | 539|577 468 |40.8 | 43 |52.7 62 72.6 57.6 78.4
Differ-enroll 23.77 36.3 | 40.6 | 38.1 | 36.1 | 31 |263| 278|356 45.5 539 37.4 64.1

Each single function: T serial combination: TT parallel combination: TTT



QFA2SR: experiments on commercial APIs

APIs: Microsoft Azure, iFlytek, TalentedSoft, Jingdong
B targeted attack on open-set identification

Microsoft Azure TalentedSoft IFlytek
ASR;-s|ASR;-d|SNR [PESQ|ASR;-s|ASR;-d| SNR |[PESQ|ASR;-s/ASR;-d| SNR |PESQ . . g .
SirenAttack I | 21 (802 1.12| 14 | 13 [1007 118 0 | 0 | 8 |LI2 B untargeted attack on open-set identification
Kenansville 0 0 [16.23| 1.75 0 0 [16.23| 1.75 0 0 [16.23] 1.75
FakeBob 42 | 31 [1223[122] 5.0 | 24 [1250[ 1.23| 0 0 [12.16] 1.24 Microsoft Azure TalentedSoft IFlytek
FakeBob+ (1) | 62 | 41 [12.23[123| 5.6 | 27 [1251 124 1.9 | 1.9 [12.16 1.23 _ ASR,SASR,-d|SNR PESQASR,-sASR,-d| SNR PESQIASR, - ASR,-d SNR PESQ
FakeBob + 1)(2) | 175 | 172 [12.22] 124 | 93 | 47 |1222 124 91 | 88 [12.22 124 f;z:::f:ﬁ'; 16(-)67 8-35 186-1967 11'182 237-9 127 igg; i;i 8 8 120676 i;_z,
FakeBob+ | (3) 3.8 | 27 [1271[ 128 40 | 25 [1271[1.28] 0.6 | 06 [1271]1.28 Hiddon T e e e e B e R e
BIM 18.9 | 127 1149/ 1.18 | 89 | 6.5 |[11.28 1.19 | 16 | 155 |11.50] 1.18 FakeBob 3333 | 1546 |12.24] 1.23 | 268 | 24 [1241] 124 | 115 | 5.8 |12.12] 1.23
BIM + (1) 272 | 21.8 [11.50[ 1.18 | 93 | 6.6 [11.28 1.19| 24 | 17.5 [11.52[ 1.19 FakeBob + (1) | 33.33 | 15.46 |12.24| 1.23 | 268 | 24 |[12.41] 1.24 | 115 | 5.8 |12.12] 1.23
BIM+ 1 (2) | 428 | 342 |11.29 1.18 | 169 | 12.5 |11.29) 1.18 | 25.9 | 21.6 |11.29] 1.18 FakeBob + 1)(2) | 47.92 | 37.11 |12.22] 1.22 | 31 | 267 1222 1.22 | 192 | 135 |12.22 122
BIM + (1) 896 | $2.8 401 | 27.4 46.1 | 39.5 FakeBob + (1) (2)(3) 1542 | 6.41 [12.55] 1.27 | 11.7 7.2 |12.55 127 | 5.0 277 |12.55| 1.27
(QFAiS@lg)® 170.7|170.1 1085 1.18 1+31.2| 1209 1085 1.18 130.1| 124 10.85| 1.18 BIM 6122 [ 4721 [11.55) 1.18 | 17.8 | 162 [11.37 1.1I8| 60 | 58 |[11.531.17
: : : : : BIM + 1 684 | 50.8 |I1.54] 118 | 227 | 199 |I1.37] 1.19| 64 | 619 |IL.54 118
. . BIM + (1)(2) 8062 | 6653 111,370 1,19 | 30,1 235 11137 1,19 (79 629 111371 1,19
B targeted attack on text-dependent verification BIM + 103 _99.49 9239 | T~ 7755 | 36 [ T 101 7 | 8 |0/l 110
(QFA2SR) Tr3827[tasas| " 7 (1282 +1s6 | 7 210 | 10 [
Microsoft Azure Jingdong
differ-enroll | SNR differ-enroll | SNR
ASR, | @B) | TPSQ —asr, | @) | FFSQ
SirenAttack 0.49 897 | 1.15 0 1015 | 118 T: 10%-70% transfer
Kenansville 0 20.64 | 211 0 20.64 | 211 5
Voice Cloning 10 - - 0 - - Improvement over the most
FakeBob 0.52 13.16 | 1.8 8 1332 | 1.28 : -
FakeBob + 1) 0.52 13.16 | 1.8 8 1332 | 1.8 effective baseline
FakeBob + 1) (2) 16.67 13.14 | 1.8 I 13.14 | 1.28
FakeBob + (1 (2)(3) 0.1 1345 | 130 3 1345 | 1.30 _
BIM 1301 | 1240 | 124 12 1221 | 123 Azure: = 90% targeted
BIM + 1) 13.01 1240 | 1.24 12 1221 | 1.23 . 0
BIM+ 1.2 2778 1221 | 123 235 1221 | 123 ~ 100% untargetd
BIM + (12 (3) 61.86 66
(QFAZSE) apgs | 1184 ] 124 +26 11.84 | 124




QFA2SR: experiments on voice assistants

Voice assistants: Google Assistant, Apple Siri, and TMall Genie

(%)

Attack Success Rate
w
(-]

Google Apple TMALL

Assitant Siri Genie
Atp-sy  Afpsy  ATp_sv

TMALL

Genie
T
Apst




QFA2SR: human study

presented with a pair of voices
tell if they are uttered by the same speaker

126 participants from Amazon Mechanical Turk Platform

.uué' 80- * * Bl same |

© 70 - EZN different

_ . - 2 EEE not sure
® Normal: 2 clean voices from distinct speakers 2 60-
® QFA2SR: 1 clean voice from the target speaker E |
1 QFA2SR adversarial voice from imposter T3 >0
® BIM: 1 clean voice from the target speaker 2 = 40-
1 BIM adversarial voice from imposter o 30
® V/C: 1 clean voice from the target speaker ‘g 20
1 voice generated by voice cloning ) 10

a

0

" normal QFA2SR BIM  VC

QFA2SR does not worsen imperceptibility



Take away

® Query-free black-box speech adversarial examples against voiceprint recognition
® | everage transferability

® Equipped with three approaches to boost transferability

® Highly effective against commercial APIs and voice assistants

® Negligible effect on imperceptibility

® Vulnerability disclosure receives acknowledgment or bounty award from vendors

Website (attack audios & videos): https://sites.google.com/view/qgfa2sr
Paper: https://arxiv.org/abs/2305.14097

Any Question?
Thanks!

Guangke Chen: https://guangkechen.site

Fu Song: songful983@gmail.com



https://sites.google.com/view/qfa2sr
https://arxiv.org/abs/2305.14097

