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Observing parch State is Crucial for Side-Channel Attacks
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Observing parch State is Crucial for Side-Channel Attacks
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Observing parch State is Crucial for Side-Channel Attacks
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Timer-less (rare)

— Uncacheable Memory [S&P’16]
Intel TSX [USENIX’17, HPCA’22]

L This Work



Load-Linked (LL) / Store-Conditional (SC) on Apple M1

FREE <- LL [lock addr]

time
v

Anyone else
writes it? ® ® lock_addr: FREE



Load-Linked (LL) / Store-Conditional (SC) on Apple M1

FREE <- LL [lock addr]

Success <- SC BUSY, [lock addr]

time
v

Anyone else



Load-Linked (LL) / Store-Conditional (SC) on Apple M1

®
Thread B

FREE <- LL [lock addr]
FREE <- LL [lock addr]

5ll Success <- SC BUSY, [lock addr]
Fail <- SC BUSY, [lock addr]

vtime
Anyone else __
writes it? | O O lock_addr: BUSY (lock taken by thread B first)

L= SC only fails on data race like this? — '.' NO!
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Observations of LL/SC on Apple M1

LL [X]

Success <- SC [X]




Observations of LL/SC on Apple M1

LL [X] Key observations:

Fail <- SC [X] * LL/SC only monitors addresses in L1

Private L1 [ 6 ]
Shared L2
X




Observations of LL/SC on Apple M1

LL [X] Key observations:
Success <- SC [X] * LL/SC only monitors addresses in L1
e Monitoring granularity = L1 cache line size
Private L1 6 | X L1 ﬁache
ne * Each core only supports 1 outstanding LL/SC

Shared L2 [ J
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Cross-core Cache Attack with LL/SC

uarch State Change LL/SC > arch State Change
(address cached in L1) (SC succeeds/fails)
But ...
LL/SC only monitors addresses in private L1. Only 1 address is monitored at a time.

What cross-core cache attack needs ...

Observation over the shared L2. Monitoring multiple addresses (ideally)

v v

Synchronization Storage Channel (S2C)



M1 L2 Cache Reverse-Engineering

* Inclusion Policy —

—  Precisely control L1 / L2 evictions

e L1/L2 Replacement Policy —

 L1/L2 Cache Set Index Mapping ——  Generate eviction set



Basic S2C: Monitor victim’s access to a single L2 set

L2 eviction set ={ X1, X2, ..., X12 } 5} </‘Y$\> load [vaddr]

Shared L2
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Basic S2C: Monitor victim’s access to a single L2 set

LL [X1] R % ]
[Load X2, X3, ..., X12 ; 5) & load [vaddr]

/" set N N
i
\_ o
(Evicted accordingly) !

/

x2 | x3 | xa|xs | x6 | x7|x8 | x9 [x10]x11]|x12
Next to Evict
\_
(Evicted) < m

Shared L2
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Basic S2C: Monitor victim’s access to a single L2 set

XZ

LL [X1] A

! A

Load X2, X3, ..., X12 G) Q9
/ SetN N
o
“AutolLocked” ’

s [ 4
X3 | X4 | X5 | X6 | X7 | X8 | X9 [x10|X11|X12

:|» 128B

Shared L2
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Basic S2C: Monitor victim’s access to a single L2 set

LL [X1] i
[Load X2, X3, ..., X12 }> 65 i

(" setN .
X2 | X3 | X4 | X5 | X6 - 64B| |
Set N+1
X7 | X8 | X9 |x10|X11 | X12

5 AII “AutoLocked” <-> No one is “AutoLocked”

-

Shared L2

Next to Evict
\_
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Basic S2C: Monitor victim’s access to a single L2 set

[ Fail <- SC [X1] ]> Gj 4 load [vaddr] ]
N

(" setN .
X2 | X3 | X4 | X5 | X6 - 64B| |
Set\N+1
X7 [%& | X9 [x10 [x11 | x12
\ ¥ |
(Evicted accordingly) . All “AutoLocked” <-> No one is “AutoLocked”

4 R
128B
Y,
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Advanced S?C: Monitor victim’s access to multiple L2 sets

O] K T @
| X1 X addrl @ l——>| X1 | evicted =—! Fail <- SC [X1]
L | l

@ :
| X2 addr2 | *| X2 |evicted —, Fail <- SC [X2]
L

I S S S S e e e

Impossible!

Shared L2 cache
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Advanced S?C: Monitor victim’s access to multiple L2 sets

Some parch

events

L2 cache set

Shared L2 cache

/7 ~
/ \
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| |
. N |
| |
| |
: I 1-bit channel
|
L - Fail <- SC [X]
\ /
W o e e e e e e e e e -

Using micro-architectural weird circuit (WWC)!1!

Evtyushkin, Dmitry, et al. "Computing with time: Microarchitectural weird machines." Proceedings of the 26th ACM International Conference on Architectural 19

Support for Programming Languages and Operating Systems. 2021.



Advanced S?C: Monitor victim’s access to multiple L2 sets

> Fail <- SC [X]

Shared L2 cache
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Advanced S?C: Monitor victim’s access to multiple L2 sets

evicted ——‘
OR —
evicted —J

<

X | evicted = Fail <- SC [X]
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Advanced S?C: Monitor victim’s access to multiple L2 sets

Kanche set \
LT SN T @
| >< addrl @ —— x1

evicted
L e LT e | _“

L2 cache set Points to OR » TRUE

B S @ N 1

| addr2 v | -» X2 | evicted _ ,

L = I == | Pointer chasing to X slow
L2 cache set Points to 1

r __________ |

evicted @ Fail <- SC [X]

| | X
L ———— | “happens before”
Cvic ts
SN

Shared L2 cache
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Advanced S?C: Monitor victim’s access to multiple L2 sets

Kanche set \
LT SN T @
| X addrl @ —— x1

evicted
L e LT e | _“

L2 cache set Points to OR > FALSE

B 5@ N 1

| addr2 v | - X2 | evicted _ ,

L == V=1 _ _ | Pointer chasing to X fast
L2 cache set Points to 1

evicted «—e SUCCESS <- SC [X]

I | X
L e e I “ ”
\ X / happens before
N

Shared L2 cache
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Evaluation

* UWC method can monitor at most 11 different L2 cache sets
* Cross-core covert channel: 185Kb/s with 98.5% accuracy

 Full private key extraction in T-table AES



Conclusion

* Synchronization Storage Channels (S2C):

* 1sttimer-less, cross-core attack on Apple M1

15t cache attack leveraging hardware synchronization instructions (LL/SC)

* Motivate future efforts in finding new “parch-state-to-arch-state converters”
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