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Abstract
Security managers often perceive employees as the key vul-
nerability in organizations when it comes to security threats,
and complain that employees do not follow secure behaviors
defined by their security policies and mechanisms. Research
has shown, however, that security often interferes with em-
ployees primary job function, causing friction and reducing
productivity – so when employees circumvent security mea-
sures, it is to protect their own productivity, and that of the
organization. In this study, we explore to what extent security
managers are aware of the friction their security measures
cause, if they are aware of usable security methods and tools
they could apply to reduce friction, and if they have tried to
apply them. We conducted 14 semi-structured interviews with
experienced security managers (CISOs and security consul-
tants, with an average 20 years experience) to investigate how
security friction is dealt with in organizations. The results of
the interviews show security managers are aware that security
friction is a significant problem that often reduces produc-
tivity and increases the organization’s vulnerability. They
are also able to identify underlying causes, but are unable
to tackle them because the organizations prioritize compli-
ance with relevant external standards, which leaves no place
for friction considerations. Given these blockers to reducing
security friction in organizations, we identify a number of
possible ways forward, such as: including embedding usable
security in regulations and norms, developing positive key
performance indicators (KPIs) for usable security measures,
training security managers, and incorporating usability as-
pects into the daily processes to ensure security frictionless
work routines for everyone.

1 Introduction

Security experts often describe humans as the key vulner-
ability in organizations [59, 69]: employees who are not
aware of security threats, and do not follow prescribed se-
cure behaviors. Usable security research established in the

late 90s’ [82] showed that in the contexts of employees’ work
goals and environment, their behavior is completely rational:
they are hired, assessed and rewarded for performance on
their primary job, so security policies and unusable security
mechanisms that get in the way cause friction, and too much
friction leads to security being circumvented [13]. Further-
more, friction does not only cost productive time and reduces
innovation [47], it also makes organizations more vulnerable.

Even though some research has been done on investigat-
ing security tools for employees [19, 26, 29, 63, 91], only a
few studies investigated usable security, and consequently
also security friction, within real-world organizations [3, 18].
Security in companies cannot be achieved if the context in
which employees find themselves is ignored. We therefore
want to investigate how usable security and more specifically
security friction are handled in organizations. This includes,
perceptions of decisions makers, as well as consequences
and causes of security friction. Therefore we focus on the
following research questions:

Q1: How does organizational security management perceive
security friction and deal with it?

Q2: What are the perceived causes of friction in organizations
and its impact on the organization and its employees?

We reached out to highly experienced security managers
and conducted n = 14 semi-structured interviews, 7 with
CISOs and 7 with senior security consultants. Each inter-
view focused on capturing their experiences and perceptions
of security friction within organizations they worked for. With
an average of 20 years of industry experience in large-scale
organizations headquartered in a German-speaking region,
we have addressed a wide variety of perspectives, measures
and decisions made in organizations within the interviews
and, consequently, also in our analysis.

Almost all our participants were aware about security fric-
tion and its relevance in the context of creating or imple-
menting new security routines and policies. However, they
described many cases, where usable security and hence re-
sulting friction is not considered at all. As reasons for this,
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they have cited both a lack of resources or strict external, as
well as internal regulatory requirements. Additionally, caused
friction is almost not measured and the reduction of friction,
which might lead to boost in security and an increase in pro-
ductivity, is not either. The active inclusion of friction in the
decision making process and its consequences for produc-
tivity and security could be a first step towards more usable
security.

To the best of our knowledge we are the first investigat-
ing security friction through the lens of security management
within real-world contexts – which is also the case because es-
pecially CISOs have a busy, high-pressure job, so researchers
asking for in-depth interviews face a challenge. Previous
work focused either usable security within software engineer-
ing [39] or on end-users [55, 56]. Our contributions are the
following: (I) we describe possible causes of frictions and
the real world impact. (II) We highlight how security fric-
tion is perceived by our participants and how this shapes
their security decisions within organizations. (III) We discuss
open challenges in academia and give recommendations for
industry and regulation authorities, how to establish more
usable security routines and practices within organizations,
e. g., that usable security should become embedded in regu-
lations, norms and the security process [39, 41], that positive
key performance indicators (KPIs) should be developed that
highlight the (monetary and intellectual) savings that come
with usable security measures, that security managers need
to be actively trained in usable security, and that usability
aspects should become part of procurement processes.

2 Related Work & Background

Here we summarize previous research about security fric-
tion in organizations (Section 2.1), as well as with and about
security managers (Section 2.2).

2.1 Security Friction
Usable security research has the main goal of reducing the
effort to use a secure tool or procedure [34] – explicitly and
implicitly – and to increase the adoption rate of such [18].
Time and subjective satisfaction of the users is what needs to
be achieved [34,85]. While usable security studies often focus
on understanding the (un)usability or improvement of tools, in
our work we took a wider look: we consider security friction
as a problem created through a multitude of badly written se-
curity policies and measures that cost time, effort, and nerves,
and are not aligned with employees routines, ultimately lead-
ing to reduced productivity [76], shadow security [55] (the
implementation of alternative security mechanisms by em-
ployees, if they perceive the prescribed as too complicated),
or a reduced security level.

Herley [45] points out that security professionals often
assume that employees only need to be convinced and per-

suaded to invest more time and effort in security, implying that
employees would misjudge the cost-benefit trade-off, which
has been refuted in most cases, for example by the concept
of the compliance budget: the lack of adaptation of security
and business processes leads to security friction, which, ac-
cording to Beautement et al. [13], is the key to individual
compliance problems. The compliance budget (consciously
or unconsciously weighing the costs against the benefits) is
further reduced when friction-triggering tasks accumulate or
repeat, which can lead to employees no longer adhering to
security guidelines. Blythe et al. [15] made it clear that man-
agers in organizations are obliged to ensure that security rules
are designed in such a way that they do not hinder the actual
work.

In the context of security friction, the concept of security
fatigue is notable. This phenomenon is described by Fur-
nell [33] as a situation in which users, and thus employees,
become tired of dealing with security and associated warn-
ings. Various factors can trigger security fatigue, including
the complexity of security tasks, constant confrontation with
security measures and more. With regard to security friction,
it was observed that employees feel security fatigue due to a
state of friction between the fulfillment of security measures
and primary job requirements and the resulting conflict [20].
Cram et al. [20] found, for example, that security fatigue
can, among other things, lead to employees behaving in a
risky manner when using computers in both work and private
contexts. Furthermore, security fatigue should be considered
as one of the costs users (employees) face when they are
inundated with security rules [86].

In a two-fold study with 290 employees, Mayer et al. [62]
found that productivity goal setting (KPIs) decreases secu-
rity compliance – the goal to be productive being in direct
conflict with following security policies. Albrechtsen [4],
found that users fear a conflict of interest between functional-
ity and information security. Molin et al. [67] recognize that
CISOs should put personal productivity into consideration
when putting security measures into place.

2.2 Security Managers

Some studies in the past looked at security managers, espe-
cially on CISOs, and investigated their role descriptions, tasks
and backgrounds. While, to the best of our knowledge, no pre-
vious study looked at CISOs’ perception of security friction,
their role and the problems they are facing were part of some
evaluations [11]. CISOs can mainly be found in larger organi-
zations, while it is not strictly defined to whom they have to
report [2,27,83]. Most CISOs have a background in computer
science or engineering [28]. However, the required skill set of
CISOs also includes IT security skills to defend, monitor, and
protect [12, 49, 54, 93], strategic security management and
government [8, 12, 38, 49, 54, 64], leadership and communica-
tion skills [8,49,93], and security teaching skills [8,12,54,93].
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Independent of their tasks, CISOs are under immense pressure
and experience unhealthy levels of stress [70]. The experi-
ences and opinions of CISOs and other security managers
have been studied previously with regards to their security
experiences in small and medium-sized enterprises [31, 50],
their security budgeting decisions in agreement with the man-
agement [68], and their perceived role and collaboration in
their organization [5, 9, 21–23, 30, 48, 60, 74, 77].

We are not aware of interview or questionnaire studies with
a focus on security consultants – with the possibly closest
studies being carried out with security advocates [42–44].

3 Method

We performed in-depth, semi-structured interviews with n =
14 highly experienced security professionals in highest secu-
rity management positions to learn about their perception and
handling of security friction in their organizations/ the organi-
zations they advice. By combining the perspective of CISOs
that drive security decisions from within the organization and
security consultants, whose target groups are CISOs and high-
level management, we are able to get internal and external
perspectives on the topic. Our sample is small – while this
specific population is in general rather small –, but they offer
unique insights into incentives that drive decisions that create
or prevent security friction. The interviews were organized
as virtual conversations. They were carried out from April to
June 2022. Our method is summarized in Figure 1.

Creation of Research
Questions

Recruting
via LinkedIn

Creation of
Interview Guides

Snowballing

Interviews
April & May 2022

n=14

TranscriptsPre-Coding
by R2

Independent
Inductive and

Deductive Coding by
R1 and R3

Joint Coding till
full aggreement

by R1 and R3

Interview Piloting

Figure 1: Our methodology.

3.1 Instrument Development
Within the following section we describe the structure of our
interview guide and how it was developed. From previous
research we can not assume that our participants have a uni-
form understanding of usable security and security friction.
We therefore centered the interview guide around the organi-
zations’ employees in the context of security measures and
decisions. Furthermore, within the first part of the interview

guide we focused on understanding open challenges and their
economic perspective. However, we only deal with these
topics in our work if they were directly related to security
friction.

Two interview guides were developed for both cohorts
with slight differences: the questions for the consultants
were asked around the organizations they advise, while the
CISOs answered for their own organizations. The interview
guides were developed by 4 researchers in multiple iterations
over the course of 3 months. Due to the limited literature
that focuses on security managers, only some guiding ques-
tions could be developed based on it, namely the questions
around the relationship between employees and security man-
agers [10, 22, 48]. One week before the first regular interview,
we piloted our instrument with a security consultant, who
gave feedback about the (I) administration, (II) interview at-
mosphere, (III) comprehensibility of the questions, and (IV)
the content. Slight adjustments were made to the interview
guide and the pilot interview was not included in our analysis.

Ultimately, all questions were organized around 8 guid-
ing questions (see Appendix A for the full interview guide):
firstly, we asked about the (personal) experience with secu-
rity in the industry and their education. This was followed
by questions about the biggest security challenges. The re-
maining six questions addressed employees’ work routines,
friction measurements, primary task conflicts in the organi-
zation and negative reactions from employees, as shown in
Figure 2.

3.2 Recruitment

Since we aimed for highly experienced participants in man-
agement positions (and in larger organizations), we applied
the following selection criteria: (I) participants had to be cur-
rently working as CISOs or (senior) security consultants, (II)
they had to have at least 8 years of experience in the field
of security, and (III) they had to either be qualified through
an academic degree or relevant professional training (e. g.,
CISSP, CRISC, CISM) [72]. The recruitment happened in
two steps: firstly, participants with according job titles, fo-
cused on the largest private and public organizations based
in the country of our study, were searched on LinkedIn (33
in total, from which 10 did respond). In a second phase, the
participants were asked whether they could provide other in-
teresting interview partners (snowballing), which resulted in
the recruiting of another 8 contacts. In the end, 14 interviews
took place. We recruited in a German speaking country in
Europe. The participants were native German speakers and
were interviewed in German. We did not compensate the par-
ticipants, because we did not feel that any monetary offer we
could make would reach the hourly salary of the participants.
Instead we offered to share our results.
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I: Looking back at security career

II: Biggest security challenges

III: Effects of security on employees

IV: Considering the impact on
employees when designing security

V: Employees' negative reactions

VI: Negative impact on the organization

VII: Measuring security routines

VIII: Engaging with employees

Section 4.1
Demographics

Section 4.2
Cause

&
Section 4.3

Impact

Section 4.4
Measurements

&
Section 4.5
Mitigation

Section 4.3
Impact

Figure 2: The 8 guiding topics (questions) of our interview
guide(s), mapped to results in Sections 4 that mainly (but not
exclusively) contain the answers.

3.3 Analysis
We applied Kuckartz’ [58] process scheme of content-
structuring analysis, combining deductive and inductive cod-
ing strategies and a category-based evaluation along main
codes. The coding was done with MaxQDA and happened
in multiple steps, carried out by three researchers (R1-R3) –
all experienced coders – with two more (R4-R5) participating
in the final analysis of the data: (I) in a first pre-coding step,
R2 coded all 14 interviews to identify potential key topics.
(II) Following this, R1 and R3 independently created deduc-
tive codebooks based on the interview guide and the research
questions. (III) R1 and R3 then coded 5 different interviews
(R1 coded 3, R3 coded 2) deductively and inductively. (IV)
The codebooks were merged, reduced and superordinate key
codes were identified. (V) One interview was deductively
coded by both researchers, based on the merged codebook.
(VI) We refined the codebook again and coded all remain-
ing 8 interviews in a joint session, until full agreement was
reached. (VII) In a final step R1,R3,R4 and R5 discussed the
results of the coding process and how to present the results,
which happened in multiple in-person and virtual meetings.

During all steps, multiple memos were created, guiding
the discussion and analysis. Although we did not apply a
saturation criteria to our sampling strategy, we experienced
saturation during our analysis, as we found a high degree
of overlap and repetition within the categories. Since the
interviews were done in German, we translated those parts
of the transcripts that we cited in the paper into English. The
full codebook can be found in the Appendix C.

3.4 Ethics & Data Privacy

Our institution does not have an institutional review board
(IRB) nor an ethics review board (ERB) for security research.
We followed best practices in human subject research [89]
and considered the deanonymization of the participants as the
primary threat. We followed European data privacy guide-
lines (GDPR) and informed the participants about the study
procedure and their rights prior to the interviews. All par-
ticipants gave their agreement. As soon as the transcription
of the audio files was completed, we deleted the audio files.
We removed personal identifiers like names of individuals,
organizations or other terms that might reveal the participants’
identity. Furthermore, we kept the participants’ country of res-
idence, as well as the company they were working for a secret.
We report some demographic data only in a pseudonymized
or aggregated form. The community of CISOs is rather small
and otherwise the demographic data we report here might
reveal their identities.

3.5 Limitations

As with every study with human subjects there are several
limitations in this study: all 14 participants were male. This
is not only based on the fact that non-male security managers
are underrepresented in the country of our study, but also
due to the fact that we recruited through snowballing and the
participants only suggested other male interview partners – a
phenomenon well known as male-only-circles. The partici-
pants all present years of experience, with no one being new
in this field. While one would expect this of a management
position, this might have biased the results towards ignoring
recent trends, only perceived by newcomers. Our study was
performed in a European country, not all phenomenons might
be found in other countries or cultures, e. g., due to different
legislation. Given the challenge of getting enough time for an
interview, we focused on a region where one of the authors
had access to, and the trust of the participants. While they
gave us a deep view into the security managers’ perceptions
of security friction, the results can not be generalized to a
greater population.

4 Results

We first provide more details on our study participants (Sec-
tion 4.1), before presenting our results about the causes of
friction (Section 4.2), its impact on employees and the organi-
zations (Section 4.3), how friction is measured (Section 4.4)
and mitigated (Section 4.5), and, finally, how our participants
perceive usable security (Section 4.6). Statements of CISOs
are marked as Ci1-Ci7, those of consultants as Co1-Co7.
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4.1 Demographics
We did ask biographic questions – about the educational back-
ground and experience – in the interviews. All 14 participants
identified as male. Table 1 shows the most important demo-
graphic properties. To keep the participants anonymous, we
do not report the exact education or years of experience, but
the accumulated numbers in Table 2. The interviews lasted
between 23 and 46 minutes, with an average of 34 minutes.

4.2 Causes of Friction
Within the following section, we describe participants’ di-
rectly or indirectly mentioned causes of friction.

(Regulatory) Security Requirements Eight participants
(Ci1, Ci2, Ci4, Ci5, Ci7, Co2, Co3, Co5) stated that following
regulatory security requirements cause or can cause security
friction: “If the law makes it mandatory, then you have to
do it, even if the employee is not entirely happy with it.” —
[Ci2]. Furthermore, Ci2 expressed that there is no debate
about whether to fulfill regulatory requirements or not. Ci4
explained that audits are so important that there is no room
to consider friction: “We also have our audits and therefore
some things we just have to implement.” — [Ci4]. Especially
if the focus is only on achieving a security certification, the
implementation can suffer and cause friction: “That leaves
ISO27001 again. Because it is the most established. [...] The
goal is: ’I want this certification.’ And, to put it bluntly, you’re
almost walking over dead bodies. So now you [the employees]
have to do it like this.” — [Co2]. Regulatory requirements,
however, do not only come from the outside. Co5, who
is working in the defense industry, explained that internal
security policies are so strict that he only can support the
employees to a certain extent: “There is an attempt to provide
employees with as many aids and assistance as possible. But
it certainly cannot be taken into account to the same extent
as perhaps in other places.” — [Co5].

New Security Around half of our participants explained that
the introduction of new (stronger) security policies causes em-
ployees’ disapproval: “And in the worst case employees take
this negatively, because something that used to work well then
doesn’t work anymore.” — [Ci3]; “And then the bad guys are
the security people, because they now demand something that
wasn’t necessary before, and that is the reason what leads
to these backlashes.” — [Ci3]. The security managers view
security as an additional expense for the employees in most
cases. For example, Ci4 explained that participants have to do
a lot more steps, because Multi-Factor Authentication (MFA)
was introduced, and it is considered normal that participants
react negatively, as they have to do more than before. Co1
reported that restrictions are often put in place before work-
able solutions/ alternatives are implemented: “Implementing

negative measures before you have the positive benefits. So
banning messaging tools before you have a tool that is ac-
ceptable security-wise. So it doesn’t matter now if we use
Instagram, WhatsApp, or something. If I ban it for security
reasons, then that produces negative reactions.” — [Co1] He
added that the friction grew following more restrictions af-
ter a public security agency published warnings: “Until last
year, we still had the possibility to receive older office file
formats via various channels, because they are still in circu-
lation. [...] this led to an emergency change in the fall, so
very quickly stricter restrictions were introduced on various
channels.” — [Co1]

Lack of Resources Some participants stated that they did
not have sufficient resources (money or time) to consider fric-
tion. Ci3 reported that the reduction of friction is possible, but
that it comes with a cost: “It is also relatively often possible
to make this comfortable for the employees. The problem
is that it costs money. Cheap measures are often taken at
the expense of the employees.” — [Ci3]. Furthermore, Ci3
mentioned that if not enough resources are available, “a lot
has to be solved via guidelines or instructions” — [Ci3]. Co1
also stated that the advantages of low-friction solutions can
not (easily) be monetized, in difference to security awareness
(trainings): “If we do awareness, then every employee now
has to do an e-learning in, let’s say, 30 minutes. 30 minutes at
an hourly rate anyway. That time costs. [...] What is charged
less are, for example, the improvement possibilities. So let’s
take implementation of an identity and access management
system. Instead of having to manage 20 passwords, for X
systems, or so, I only have one password. One central au-
thentication. That effectively gives savings. But you can’t
monetize that. Or very difficult to monetize.” — [Co1].

Old and Poorly Designed Security Two participants
(Ci3,Ci7) described that old products, routines or services
slowed down the implementation of modern (more usable)
security structures or mechanisms: “it will probably go on for
some time until virtually all the legacy that we have built up
over the last thirty years is somehow no longer there [...]” —
[Ci3]. But also bad designed awareness campaigns, or poorly
planned security initiatives might cause friction and reactance:

“Poorly designed security measures or poorly designed aware-
ness campaigns always lead to resistance at the beginning.” —
[Co1].

Short Summary: Our participants perceive regulations
and norms as a major cause of friction – as they do not be-
lieve that these leave room for taking employee demands
into account. They also report that the introduction of
new security policies and measures create friction.
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Table 1: Demographic information of our participants. Experience is the experience in the field of information security in years.
Origin describes the first touch points the participants had with information security. Usab. (Usability Importance) shows the
participants answers to the question: “How important do you rate the issue on scale from 1 (not important) to 10 (very important)
that security measures can be integrated into the work routines of employees?”. Some participants decided to answer outside
the scale with 11. Size is the number of employees of the organizations the CISOs are working for. Dur. is the duration of the
interviews in minutes.

P Sector Education Experience Origin Usab. Size Dur.
CISOs

Ci1 Public Sector Certificates 20-25 Security Revision, Consulting 9 >30,000 25
Ci2 Finance Master/ Diploma 20-25 Consulting 10 ? 27
Ci3 Transportation Master/ Diploma 10-14 Technical IT Security (Firewalls, etc.) 10 >30,000 31
Ci4 Finance Vocational Training >25 Mainframe IT 11 1,200 56
Ci5 Insurance Master/ Diploma >25 Organizational Security 7-8 4,500 43
Ci6 Construction Master/ Diploma 22-25 Cryptography 10 3,500 22
Ci7 Banking Master/ Diploma 20-25 Technical IT Security 10 900 32

Consultants
Co1 Consulting Master/ Diploma >25 Security Revision, Consulting 11 34
Co2 Consulting Master/ Diploma 20-25 Penetration Testing 11 37
Co3 Consulting Master/ Diploma 10-14 Technical IT Security 7-8 23
Co4 Consulting Master/ Diploma 15-19 IT Administrator 10 46
Co5 Defense Certificates 5-9 Project Consulting 9-10 27
Co6 Consulting Certificates N/A Business Continuity Consulting 10 30
Co7 Consulting Certificates 10-14 Politics Advisor 8 40

4.3 Impact of Friction
The security managers described the negative effect of se-
curity friction on employees, and the organization as such,
which we elaborate in this section.

Circumventing Security Eight security managers
(Ci1,Ci2,Ci5-Ci7,Co2-Co4) described that, in order to avoid
friction between their primary task and the organization’s se-
curity measures, the employees would seek for opportunities
to circumvent the organizational security measures. Often
it is about saving time to complete work tasks faster (and
more comfortably), e. g., in regard to the handling of data:

“[...] that you send things home because it’s so wonderfully
convenient. Or that there is an instruction that data must
be sent by web transfer, but you still send it unencrypted by
e-mail because it’s just faster.” — [Ci1]. The danger that
was explicitly pointed out was that security measures can
increase security to a certain extent, but that this could also
have the opposite effect: if the employees are dissatisfied or
feel disturbed by the security measures, it can happen that
the security is circumvented, which creates new risks (“The
measures are circumvented. The security instructions are
not followed. This creates new risks.” — [Ci6]). Another
interviewee made it clear that reactions that express the
experience of friction must be dealt with appropriately;
and that it is precisely these negative reactions that are
highly relevant. Especially regarding incomprehensible and
impractical measures, there would be reactance and defensive
reactions and ways of circumventing them. Furthermore, it

was discussed that practical resistance and circumvention
possibilities get around and are thus quickly spread.

Negative Reactions Triggered by Friction The interviews
reveal a variety of possible reactions of employees to secu-
rity measures that generate friction. As concrete examples,
two interviewees (Ci2, Ci3) mentioned the development of
shitstorms – an accumulation of incomprehension, frustration,
displeasure, etc. – in response to new, changed and poorly
implemented measures that can escalate, especially when
several people in the team feel affected. In addition to possi-
ble resignations of employees, Co4 described the following
form of employee reaction: “[...] making a fist in your pocket
sometimes and just up to refusing to work or just doing the
exact opposite” — [Co4]. Declining motivation or anger, trig-
gered by a feeling of being overwhelmed, are also described
as reactions. According to Ci3, negative feedback would be
received especially if the security department had gone too
far.

Restricting and Work-Impeding Security The respon-
dents mainly described that friction for employees is that their
work becomes more difficult due to security measures. This
means that processes take longer and are more cumbersome,
and that goals are achieved more slowly. Security measures
are perceived as creating friction when restrictions are the
result: “You can no longer do everything as an employee. You
are no longer available and so on. In other words, increased
security typically leads to restrictions in the first phase, which
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are perceived negatively” — [Co1]. Other examples of restric-
tions are the prohibited exchange via cloud platforms or the
use of flash drives. Examples of tedious and work-inhibiting
processes are requirements for long passwords, frequent entry
of a second factor or a screen time-out after five minutes.

Some of the interviewees clearly stated that employees
want to do their main work (primary task) [37], also because
they are measured by their achievement of goals and produc-
tivity. Security (secondary task [25,82]) means the investment
of time that is lacking elsewhere. Ci4 gave the example of
a nurse who might have such conflicts: “Explain to a nurse,
and I certainly have a very high level of understanding that
she has to lock the screen of the departmental PC [...] And has
to unlock it again when she comes back to the PC. The argu-
ment that they hear that can cost lives. Because it costs time.
Yes, but it can also cost lives or at least have a bad impact on
lives if someone wrong has access to the data.” — [Ci4].

Endangering Economic Efficiency Also (partly potential)
economic effects were described in connection with friction
through security measures. An increasing fluctuation rate
of the employees due to emerging frustration about that pro-
cesses are too slow, hinder work or block the achievement of
defined project goals, was mentioned as an example. The out-
put that employees could provide and the organization’s rev-
enue that depends on it can be negatively affected by friction-
triggering security measures, such as the multiple entry of
passwords. Employees may be discouraged from performing
the associated work tasks regularly or need more breaks. Co7
has been clear about this: “[...] we are shooting ourselves in
the foot if we make employees there dissatisfied and also neg-
atively influence the profitability of an organization” — [Co7]

Short Summary: The security managers described vari-
ous effects triggered by friction, such as the circumven-
tion of security measures, which can lead to new risks, or
the deterioration of the quality of relationships between
employees and the security department. Resignation,
frustration and decreasing motivation were described as
reactions of the employees, which in turn can negatively
influence the economic efficiency of the organization.

4.4 Friction & Routine Measurements
Importance of Friction Measurements In general, all se-
curity managers (except Co4) did provide ideas about how to
measure security friction or get insights into employees rou-
tines. Even though most managers describe friction measure-
ments as being important, some (Ci2,Ci6,Ci7, Co1,Co3,Co5-
Co7) mentioned that it is often not followed through in the
organization (“In my experience, far too little. You do some-
thing, you can check it off. Okay, we’ve now implemented
another heuristic spam filter. Check it off. And then the job is
done. You don’t ask, has it gotten better now?” — [Co1]), or

that measurements have little impact on the implementation of
measures (Co1,Co2,Co5): “Of course there is the possibility
to give feedback. But I think that usually it has little influence,
because it’s just the guidelines and has to be adapted that
way.” — [Co5].

The most frequently mentioned measurement method was
to simply talk with and listen to employees (Ci1-Ci2,Ci4-
Ci7,Co1-Co3,Co5-Co7). Other examples were target group
analyses (Ci1,Co1,Co3), surveys (Ci5,Co3) or technical mea-
surements (Ci5-Ci7,Co1). These types of measurements
were not all viewed positively: two managers mentioned
the advantage of technical measurements compared to sur-
veys (Ci6,Ci7), with one relying strongly on these measure-
ments “[...] many people are in the home office, okay? so you
don’t actually have to start a survey. We have very clear key
figures from the systems.” — [Ci7] One manager described
using technical methods to measure friction by monitoring
employees’ rule breaks “I see on the one hand, yes, issues
when people have trouble implementing something because it
doesn’t work or because it’s difficult or something. And I can
also detect rule violations and so on in a technical way.” —
[Ci6] One manager directly stated the necessity of measuring
before implementing security mechanisms (“Before I instruct
or regulate anything, I first have to understand what people
are doing so that I can evaluate whether what I am propos-
ing makes any sense at all and fits in with it.” — [Ci1]) fol-
lowing that the consequence of not doing so might lead to
the non-acceptance of employees: “[...] and if you don’t do
exactly that, then you won’t have any understanding from
your employees.” — [Ci1]. On different occasions managers
(Ci4,Ci7,Co1,Co6) mentioned the importance of considering
employees’ wishes, even if it meant hearing negative reac-
tions “A negative reaction means that someone dared to react
and these reactions are particularly important.” — [Ci7]

Obtaining Direct Feedback Some managers (Ci3,Ci7)
mentioned a kind of “distance” to the employees, which re-
sulted in only superficial measurements of friction: “We also
like it when comments come in unfiltered. That’s what I said at
the beginning, because it’s very hierarchical, you sometimes
don’t feel the pulse of the employees.” — [Ci3]. Other man-
agers (Ci4,Ci5,Co1,Co2,Co6) mentioned the importance of
being close to employees to get an accurate view of whether
the implementation of security measures worked and if they
were accepted: “You see, the only thing that helps there is
proximity to the base. You have to somehow manage to get
feedback from the employees as to whether the measures
can be implemented, whether the measures are credible.” —
[Co6], sometimes highlighting casual situations as the best
way of getting feedback: “[...] as a security officer, I have
to get out among the people. And talk to them. At com-
pany meetings, company events. Departmental events. Lunch.
Whatever.” — [Co1]. Another manager highlighted empathy
as a necessary character trait of the person measuring: “He
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has the right methods, but he may not have the right empathy.
He doesn’t have the understanding of the process. He doesn’t
have the understanding of the interplay, the interlocking on
the human side, but also on the technical side. And that’s the
thing that it takes for the measures to be accepted.” — [Ci4].

Short Summary: Most security managers are aware of
the importance of friction measurements and employees’
feedback, often citing casual talks as the best way of
doing so. Still, this is not followed through and mea-
surements are described as having no impact on security
decisions.

4.5 Friction Mitigation Strategies
Different mitigation strategies – to reduce friction – were
named by the security managers. However, we found that
the majority of participants did not consider such reduction
before (the interview) and did not name concrete examples
where they applied strategies that would eliminate the causes
of friction.

Awareness Will Solve Friction By far the most frequently
presented mitigation strategy (named by 12/14 managers) was
the idea to explain the importance of security and why restric-
tions are necessary to employees so that they will accept them
and stop complaining. Some security managers insisted that
a pro-active and open communication with the employees is
key to raise their understanding: “Security is [...] perceived
as somewhere, maybe an obstacle or something. So we’re
aware of that, and we try to maintain a positive image, i.e.
that people can approach us at any time. But security has
priority, of course.” — [Ci7]. The majority of managers com-
bined their suggestions with a form of excuse: they would
not be in the position of bending rules and norms and hence
can not do anything to reduce the friction: “So the supreme
law and regulation, what does it say? If the law requires it,
then you have to do it, even if the employee is not entirely
happy with it.” — [Ci1]. Others stated that, especially in their
industries, the employees need to understand why security is
so strict and causes problems: “I think that’s also primarily a
mental attitude that has to take place that we’re in a company
that doesn’t function like we do at home, because we’re oper-
ating in very sensitive areas.” — [Ci2]. Some gave concrete
examples where they would use explanations to solve the
problem: “But at best, if an employee is dissatisfied that a
longer password than before suddenly has to be entered, then
you simply have to communicate that.” — [Co7].

Develop Security Together Five security managers
(Ci1,Ci2,Ci3,Co4,Co5) in some form or another expressed
the idea to adapt security in collaboration with the employees.
This ranges from implementing actively gathered feedback
to the inclusion of the employees in the security requirement

engineering process: “And consequently, via data classifica-
tion and categorization and protection needs analysis, it is
then clear how much and where protective measures must be
applied that then just together with the users, must also be
balanced.” — [Co4].

Change Security Four security managers
(Ci2,Ci3,Co1,Co3) were open to changing security/
lowering the level of security to reduce friction. Co3, for
example, explained that security policies must be bent if
the job requires it: “[...] need to get changed, if that is too
restrictive, or incompatible with the field of activity. Just as
a sales person is often on the road, probably needs flash
drives to work and exchange data. And to forbid him to do
so would probably be bad.” — [Co3] Co1 explained that,
over time, it is possible to consolidate security policies
which would also reduce friction: “[...] products have
been standardized, harmonized, guidelines have also been
slimmed down. And so on. So, if security is at a high level.
Then it effectively becomes easier for the employees. And not
more difficult.” — [Co1]

Others Only one manager said that he would help employ-
ees to practically train the security procedures to reduce fric-
tion, in that case with the unsolved usability problem of e-mail
encryption [78, 84, 92]: “A typical example is sending confi-
dential information by e-mail [...] what exactly does he have
to do? What is the button in the e-mail program where I
activate the encryption? How can I see that it’s all working?
Things like that.” — [Ci1] Another idea was to offer secure
alternative software to replace those that employees are used
to, but are banned for security reasons. Co1 was convinced
that all messengers are the same, and that it would be easy to
introduce a secure messenger as an alternative for a more inse-
cure but popular one (like WhatsApp): “If I offer a messenger
that allows end-to-end encryption and allows confidentiality
in the relationship. Then there’s no negative reaction because
now I might have to switch from product A to product B. But
I can communicate.” — [Co1]

Short Summary: Most security managers propose miti-
gation strategies that rather hide the friction but do not
solve it – namely the idea to convince the employees
that restrictions and friction are necessary in the name
of security.

4.6 Usable Security
The managers hinted at an understanding of usable secu-
rity. While the term usable security was not used by any
manager, usability was mentioned 5 times by 4 managers
(Ci1,Co3,Co5,Co7) and the term user friendly 8 times by 4
managers (Ci3,Ci6,Co4,Co7), e. g.,: “Legitimate is certainly
the desire for usability that you do something securely, but
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not so complicated that it takes away a significant amount of
work time that it’s understandable that the employee has a
sense of security in what they’re doing that they’re doing it
right.” — [Ci1]

The managers mentioned software and mechanisms that
could make security usable, namely password managers, Sin-
gle Sign-On (SSO), biometric authentication and MFA codes
on mobile devices, e. g.,: “And basically the subject of single
sign-on. If I want or have to log on to different platforms
because I need different tools, different applications, differ-
ent services, but can largely cover this with SSO that’s an
increased security feature. But at the same time an improve-
ment in user-friendliness.” — [Co7]. However, while multi-
ple mechanisms were named by the participants, they always
talked about them in abstract forms, never mentioning that
they had introduced such themselves in their organizations.
The only exception was Co3 who gave an example about how
he implemented a usability concept: “I found that the screen
timeout is set to something like two hours and the settings are
not up to security standards at all. [...] The people who work
on these systems sometimes wear gloves, there are three or
four screens around this machine and that would definitely
not be usable or compatible with today’s standard rules if
the screen saver came on every 15 minutes without anything
being pressed.” — [Co3]

Invisible Security The idea to make security invisible to
the employees – a concept that the usable security community
can not agree upon to date [24] – was brought up by some
managers: “So in the best case, not at all. So if we, let’s stay
with the example of user authentication, if that goes by very
gently, so that we don’t virtually burden the the employee with
security, but rather check that in the background.” — [Ci3]
or “Before disk encryption was introduced, you had to find
a tool. Find a solution. Which makes this very transparent
in the background, without employees noticing or feeling it.
You switch it on and at some point, over the next few hours or
days, it will be encrypted in the background. Such a security
measure is accepted. Because it doesn’t affect users, hinder
them.” — [Co1]

Problematic Understanding of Usable Security Ci6
showed quite a controversial understanding of usable security.
Employees told him that a security mechanism does not work
on mobile devices and instead of improving the UI/UX, he
reacted with restrictions. When he reported the following
he was fully certain that his reaction was appropriate and he
wanted to show that usability is something he is addressing:

“For example, I have repeatedly received the feedback: On
small screens like on smartphones, you don’t necessarily see
the details you need to see to identify phishing emails, so I
was able to recommend that you generally shouldn’t open
links on mobile phones if you’re not sure what you’re looking
at.” — [Ci6] In another example, Co7 and Ci4 reported that,

especially software developer would demand local adminis-
trator privileges on their machines, with both not questioning
that this might be a legitimate request, but denying them with
a reference to the danger that they fear comes with it.

Short Summary: A few participants were aware that
usability of security mechanisms is important and can
name examples, like SSO, with only one manager report-
ing how he implemented those concepts.

5 Discussion

In the following we discuss our findings with regard to our
research questions. The majority of security managers stated
that security friction was indeed a problem (especially since it
can lead to negative reactions from employees that might es-
calate through the hierarchies). They could easily name cases
where friction occurred (e. g., when they restricted access
to certain programs) and some also showed understanding
about concepts of usability (e. g., when they suggested that
password managers or SSO would reduce the password load).
However, those considerations played little to no role when
they designed security policies, purchased new security prod-
ucts or implemented new security measures. They were able
to explain friction, but could rarely name examples of how
they mitigated it in their organizations – beyond suppressing
friction symptoms by appeasing upset employees. While they
reported knowing how to measure friction and got insights
into employees demands – mainly through personal talks –
they did not do so in practice, or the measurement results did
not change the outcome.

Here, the lack of diversity in the security sector – also
reflected in the male security leaders we recruited exclusively
– becomes an obvious challenge. Within Kocksch et al.’s [57]
approach to security as a discipline of care, it is assumed that
such a caring approach is characterized by refraining from
blaming and attributing responsibility, and instead viewing
security as a collaborative and collective achievement [25].
One of our assumptions about why participants could not put
usability into practice is that caring work is often feminized
(and made invisible) [61] and thus is not taken into account
by the male-dominated industry, by which we do not mean to
promote that "women" should be declared solely responsible
for security [57].

In the academic community, it was established more than
a decade ago that small security demands can have a large
financial impact [45, 46, 74]. Our results suggest that this
knowledge still did not find its way to security (management)
practice yet. However, we can not blame the security man-
agers [77]: they are paid to make organizations secure, they
have to report numbers to the business leadership that show
how investments reduce security risks. The costs of security
friction and their reduction is not part of those numbers, not
written in norms and regulations they try to implement and
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is not part of a security professional’s training curriculum.
Basic usability and economics concepts need to become part
of that curriculum – security professionals don’t have time
to read research papers in usable security. In the rest of this
discussion we will recapitulate some of our findings in more
depth, before we derive recommendations (Section 5.1).

No Measurements = No Insights The results show that
most of the interviewed security managers (CISOs and consul-
tants) are aware of the importance of measuring friction, and
that considering the other demands employees have to meet
was essential for security measures to work. This recognition
of human aspects of IT security contrasts other findings [77]
that showed that security managers see users in a negative
way. Many managers (mostly consultants) described that fric-
tion measurements were often a “one and done” solution in
organizations, with no real follow-up to see long term effects.
Their preferred way of measuring friction, casual talks by the
coffee machine, might play into this: even though the gather-
ing of real world experiences is recommendable, the lack of
planning and structure might impair an effective, long term
measurement of friction. Friction, therefore, might remain in
the organization without security managers knowing about it.

Perception From what we gathered in the present study,
security managers hold employees’ needs and wishes in high
regard, citing them as paramount for the effectiveness of secu-
rity measures. Security managers, naturally, care a lot about
the security in the organization, but seem to rely too much
on official security regulations and guidelines. These rules
are perceived, not only as a practical aid for making decisions
about security, but also as an excuse if the implemented mea-
sures are not accepted. This may lead to security managers
seeing themselves as more of communicators of rules instead
of solution-finders. Similarly, in earlier work, CISOs have
been shown to appear as “interpreters” of security [22].

Considering the view that security managers have of them-
selves, as communicators of rules, it is no wonder that their
preferred method for mitigating friction is raising the aware-
ness of employees. If employees are dissatisfied with security
measures, regulations are brought up as a sort of “knockout
argument” to mitigate non-compliance. And to mitigate fric-
tion in general, security managers want employees to know
about these rules and why they need to be followed.

For the security managers, friction is something which is
often seen as inevitable when implementing new security
measures, and when it appears, employees are predicted to
circumvent them. Negative reactions by the employees are
then seen as logical and even important, even though the
solution for this then seems to be reiterating the necessity of
these measures.

Causes Regulatory security requirements were one of the
main causes of friction according to most of the security man-
agers. The compliance of these regulations was often seen
as “above” the wishes of employees, leading to unhappiness
and friction. The root cause of this security managers’ view
may lay in their relationship with the regulating institutions:
because of a lack of time and an abundance of stress [70],
managers need to, in some way or other, trust these institu-
tions and their regulations and guidelines, assuming that a lot
of thoughts must have been put into them [81]. When these
are seen as perfect, internal security policies are seemingly
also adapted to this strictness, leading to a constant balancing
of regulation and employees’ wishes, with regulation coming
out as the winner. A similar case seems to apply to certifica-
tions: to get these, as seen by security managers, important
certifications, employees are “walked over”. This lack of
consideration might be caused by a complex and expensive
certification process [51], which needs a lot of resources and,
in turn, prioritizes this over the employees.

What only a few security managers described as a cause
was bad IT: security mechanisms that are just badly designed
and hindering security hygiene – which is described as a nec-
essary prerequisite for all further measures, such as increasing
employees’ understanding [47, 80]. The foregoing of useful
security in favor of cheap products and mechanisms, some-
times referred to as “security debt” [73], slows down the
implementation of usable security measures in the organiza-
tions. The cause of this is, possibly, a lack of resources for
security in the investigated companies, which some security
managers also mentioned. As the results show, this not only
applies to technical factors or training- and awareness pro-
grams for the employees, but also to the measurements of
friction: measurements are often done casually, or quickly,
without following through in a structured way. This lack of
“success”-measurement makes it impossible to get a clear
view of the friction caused by security measures. And the
reasoning for this, a lack of resources, is probably a danger-
ous misconception, which might result in a “slippery slope”
into even more investments in the future: if friction mea-
surements are neglected, inappropriate security measures can
secretly pile up friction in the organization, increasing the
cost of achieving compliance even further because of the need
for more measurements or, worse, constant monitoring of
employees [13].

Impact Our analysis revealed that participants consider fric-
tion in security as a source of risk. Although security can be
increased through certain measures, the sword of Damocles
can also hang over the security of the organization: in the case
of the perception of friction, the employees tend to circum-
vent the required measures or change to a shadow security
behavior [55, 56], where they try to keep the security level
high, but following their own rules. This finding suggests that
security managers are at least aware of the friction between
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the actual work tasks and security measures. A deterioration
in the quality of the relationship between security staff and
employees was also described by security managers as a pos-
sible consequence of the perceived friction, which echoes
the findings of Menges et al. [66]. Other negative impacts
such as decreasing motivation, frustration and anger were
also described. Overall, employees would feel disturbed by
security in the performance of their actual work tasks and feel
restricted in their freedom and productivity. These reactions
of employees can have negative consequences for the eco-
nomic efficiency of an organization: discouragement to carry
out security-related tasks, increasing fluctuation rates, etc.

The impacts we identified are not only known in the con-
text of security, but also in the area of safety research. For
example, the challenge of work-safety tension has already
been studied by some researchers [65, 88, 90]. As Brostoff
& Sasse [17] have already made clear, there are differences
between safety and security, but these two domains share, for
example, the fact that they are secondary goals for employees,
while they have to complete their primary tasks. Safety re-
search has shown that when employees are in tension between
work tasks and safety, they tend to prefer the productive path
that requires unsafe behavior, which means that such a conflict
of goals always leads to a violation of safety-related rules [16].
However, safety research, as the much older discipline, has
managed to translate their findings into organizational prac-
tice. There, for example, environments have to be changed
to reduce the impact on employees, and only if this is not
possible the employees need to be warned or actively act.
Something that did not find its way in security practice yet
(see also Section 5.1).

Mitigation Our participants primarily tried to mitigate fric-
tion by raising awareness: explaining the importance of secu-
rity to employees, in the hope that they would accept friction is
unavoidable and stop complaining (see Section 4.5). This may
work, up to a point, in cases where employees were unaware
or severely underestimated a risk and the communication is
convincing – but not if employees’ compliance budget [13] is
exhausted. Behavioral science has clearly shown that trying
to increase motivation to adopt a new behavior when effort is
high works only in the short-term, followed by a motivational
crash [32], and the study by Poller et al. [75] documented a
real-world case of a security intervention creating huge enthu-
siasm for secure development practice, followed by ’slipping
back’ into old insecure routines [80]. Instead of focusing
on reducing or removing friction, security managers refer to
security standards and regulation as their touchstone, which
they also use to deflect employees’ demands for lower-effort
security. Some of our participants were aware of this being a
problem and at least consider changing the rules to incorporate
the needs of employees. Some participants claimed that they
would like to (personally) talk to employees, since this can be
a first step towards building a relationship [10, 66]. However,

they mostly want to talk about risks and try to convince em-
ployees to just accept the friction, rather than addressing on
the root causes, and adapt security to employees’ needs and
routines. One participant explained that he wanted employees
to understand that complex passwords were necessary, and
did not even consider the many usable alternatives available,
such as password managers and passwordless authentication
solutions [6, 79].

5.1 Recommendations for Industry

Here we derive recommendations for industry with the goal
to strengthen the position of usable security in security (man-
agement) practice. Measurements of friction were seen as
important by many of our participant, but they currently do not
see a viable route for reducing or removing it. They seemed
to consider it their job – and their job alone – to make security
work. This ’lone security hero’ perspective means they are
afraid to ask for help [21]: the organization of resources for
reducing friction, or a helping hand from colleagues running
business processes and other organizational functions. And
whilst they appreciated casual conversations with employees,
they saw them as receivers of security knowledge and direc-
tives, not as partners in developing usable security. They need
to change their perspective and build relationships, and also
take a systematic approach to obtain feedback from employ-
ees, identifying friction hotspots, and engaging employees to
co-design security, and engage in constantly learning. From
an organizational perspective, to facilitate the communica-
tion and decision-making about friction, the currently hidden
costs need to be tracked and made explicit to organizational
leadership. If the possible losses [45] of neglecting security
friction are made clear, decision-makers are incentivized to
invest in the mitigation of it.

Usable Security Training Security managers like security
certificates. Among our participants, the majority earned
common certificates like CISM, CISSP or CISA (this was
not only true for those managers we selected because of the
criteria of having certificates, but also for those we selected
because of their academic degree). Those trainings do not
solely focus on technical security measures, but also on softer
topics like secure operations, organizational risk management
or secure software development. This is a perfect place to also
include topics of usable security, e. g., as part of the software
development life cycle [39] or in the risk-cost calculations
they learn about. While efforts are made to include usable
security topics into (traditionally technology-heavy) academic
information security programs [35], they come too late to
reach security professionals that are already in the industry
for years or decades, like our participants. Certificates, that
need to be renewed every few years can help to fill the usable
security knowledge gap.
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Usable Security Norms We find that regulations and norms
prevent the implementation of usable security principles and
the reduction of security friction – at least the security man-
agers use those as an excuse for not considering such. And
indeed: while ISO27001 (and its implementation guideline
ISO27004) and BSI Basic Protection [36] demand password
policies, security awareness training, phishing simulations,
restrictions on local machines, etc., they do not consider the
friction that those measures cause and the costs they raise.
One could argue that the sole purpose of these norms is to
set security standards, but we argue that the underlying goal
is to reduce the (financial) impact of attacks on the organi-
zations. This, however, includes a balance between risk and
investments and security friction covertly raises the costs of
investments – so they need to be included in these calculations.
Norms are a good starting point, as previous authors already
proposed for software development standards [39, 41].

Positive KPIs If usable security principles are correctly ap-
plied they reduce costs. While some positive effects are rather
hard to measure (e. g., the reduction of mental workload)
others are easier to measure, e. g., biometric authentication
reduces the time employees have to spend on authentication
tasks [71], as does SSO [53]. Technical logs, observations
and surveys can be the basis for measurements. Subsequently,
those can be used in KPIs and reports to the management to
showcase the impact of usable security considerations and to
make a clear statement for further improvement. The possi-
ble fatal security consequences of low usability, which many
studies show [40, 78, 87], as well as the economic benefit
from reducing the aforementioned different costs should be
presented to the management in a clear way to accentuate the
importance of usable security. As long as the security man-
agers themselves do not see the necessity of such, the vendors
of the products themselves should implement the measure-
ments and report the usability advantages – they could even
advertise their products through those numbers.

Security Champions Security managers rightly high-
lighted the need to measure friction by being “close” to
employees and talking with them directly. Still, many se-
curity managers (mostly consultants) described that this was
often not followed through in the organization. The imple-
mentation of the so-called security champions – employees
who not necessarily have a background in security and who
are intrinsically motivated to improve the security in their
teams [1, 7, 52], and who have regular contact with the secu-
rity teams – could help bridging the gap between employees
and security managers, allowing this role, which would repre-
sent various employees, to be an economic contact point of
friction-measurement. Security champions can also help by
being “bottom-up” agents [14], who question security policies
that may be too strict for employees to follow.

Learning from Safety For the implementation of feasible
security measures and for mitigating security friction, organi-
zations and security managers could use the knowledge and
recommendations already gained from safety research, for ex-
ample: McGonagle & Keth [65] suggest monitoring the level
of tension (friction) in the context of safety (security). By this
they mean the explicit monitoring of the tension perceived
by employees that interferes or conflicts with the effective
completion of their actual tasks. They also propose a partici-
patory approach in which employees have the opportunity to
communicate those specific aspects of their work that prevent
them from doing their job safely (securely). Furthermore,
they should be involved in the development of effective and
efficient solutions, based on the idea that they are experts of
their own work.

6 Conclusion

In this paper we reported how (n = 14) security managers
perceive security friction in organizations. While they deem
friction as a problem, they have no working strategies on how
to mitigate it, rely on appeasing enraged employees, and do
not consider such in their own work when creating policies
and implementing measures. We conclude that security man-
agers lack the necessary support to consider friction, namely
the appropriate training, KPIs that make a case for usable se-
curity, and norms that demand it. The security industry knows
and talks about usable security, and focuses on what steps they
take in practice to make it happen. Identifying and dealing
with security friction is an essential first step towards making
security usable, but we find the managers do not identify and
tackle it. For usable security research this means considering
how we make our knowledge and tools more accessible to
this particular user group. Our study aimed at evaluating how
usable security works in organizational practice. More similar
studies, especially working with those that are responsible for
security – the security and business managers – are necessary
to increase the impact that usable security research can have
towards organizational practice. Further work can also be
built around the evaluation of our suggestions for industry,
e. g., positive usability KPIs in organizations. The security
managers in our study all worked for rather big organizations.
Further studies should also study security management in
small enterprises.
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A Interview Guide

The following interview guide is the one developed for the
CISOs. The interview guide for consultants differs in how the

questions are asked for the organizations they advise, rather
than their own organizations.

1. Looking back on your career, how and when did you
first come into contact with cybersecurity?

(a) What were the most important turning points in
your professional career so far (describe them
briefly)?

(b) What experience or training do you currently have
in cybersecurity?

(c) In what time and based on what training and/or ex-
perience were you able to acquire the greatest part
of your knowledge in the field of cybersecurity?

2. What are currently the biggest structural and/or or-
ganizational challenges you are facing in the context
of cybersecurity?

(a) Describe briefly and compactly the form of organi-
zation in which you are embedded?

(b) Which organizational interfaces are currently caus-
ing you the most challenges?

(c) How do you determine whether and how your en-
vironment (management, board of directors, etc.)
is sufficiently ’aware’ of cybersecurity issues?

(d) On the basis of which circumstances is the budget
for cybersecurity decided?

(e) Which activities take up most of your attention?

3. The application of security measures (technical, or-
ganizational or administrative) usually leads to an
increase in the security maturity of an organization.
What effects can such measures have on employees
in your organization?

(a) Do you try to get feedback from employees after
applying new measures?

(b) Can you give some examples of this?

(c) How are security measures generally perceived by
your employees?

4. In everyday work, there are often business interests
versus security interests to be balanced. When devel-
oping and applying security measures, do you think
about the concrete effects (individual consequences)
on the individual employees affected?

(a) How do you decide whether business interests or
employee interests take precedence over security
interests?

(b) Based on which metrics, methods or techniques do
you balance the respective interests?
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(c) In your opinion, which personal interests of em-
ployees are legitimate and must be taken into ac-
count? Which are not?

(d) Do you know of any examples where cybersecu-
rity measures have been adapted or even improved
based on feedback from employees (briefly de-
scribe them)?

5. It can happen that employees do not dare to show
negative reactions or do not know who to turn to with
their criticism. What negative experiences do you
think these employees would report?

(a) How would you describe the relationship between
security and restriction (Can there be security with-
out ’sacrifice’?)?

(b) What do you do to keep the corresponding negative
reactions as low as possible?

(c) How do you react to negative reactions?

(d) In your view, are such negative reactions legiti-
mate?

6. Can an accumulation of negative staff reactions be-
come a problem for organizations?

(a) What can be the consequences for an organiza-
tion if these negative reactions are not taken ito
account?

(b) Have you ever had to deal with staff reactions that
were escalated (carried over the reporting line)?

(c) What could be the triggers for such escalations?

7. How do you find out whether the security measures
can be implemented during the employees’ work rou-
tines or not (process adaptability, etc.)?

(a) To what extent do you make an effort to understand
employees’ work routines?

(b) How do you ensure that security measures can be
applied by employees?

8. How do you engage with employees’ work routines?

(a) Which means and methods do you prefer to under-
stand the work routines of your employees?

(b) How important do you rate the issue on scale from
1 (not important) to 10 (very important) that se-
curity measures can be integrated into the work
routines of employees?

B Accumulated Demographic Data

Table 2: Accumulated demographic data of our participants.
Gender # %
Male 14 100%
Highest (Security) Education
Master/ Diploma Computer Science 3 21%
Master/ Diploma (Information) Security 3 21%
Vocational Training 1 7%
Security Certificates 4 30%
Other Master/ Diploma 3 21%
Experience in Security
Max 38 Average 19.8
Min 8 Median 20
Sum 258
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C Code Book

Table 3: The code book (1/2). Occ.: the number of occurrences of the code in all documents.
Code Description Example Quote Occ.
(Perceived)
Causes of Friction

Where does friction come from? The hard hand
of the participant, from norms, from management,
from security itself.

If poorly designed security measures or poorly de-
signed awareness campaigns always lead to resis-
tance at the beginning.

15

ISO Norms and
Regulations

All the audit and norm problems that the participants
report with regards to their security strategy.

On the one hand, we have clear regulatory require-
ments. That means we have to implement them and
can have relatively little consideration for the peo-
ple themselves.

22

Additional Secu-
rity

The participant explains that his organization needs
additional security measures that the employees
need to implement or follow that cause or might
cause friction.

And the bad guys are the security people, because
they now demand something that wasn’t necessary
before, and that leads to these backlashes.

7

Impact of Friction (Negative) consequences of security friction on all
stakeholders and the organization itself. This in-
cludes all types of negative reactions of employees
and others.

Or, even worse, is hidden. If the security measure is
deactivated without those responsible realizing it.

11

Negative Reactions The employees dislike the friction caused by secu-
rity/ they actively react negative.

Unsightly case: An Employee, IT manager, who
showed up at the workplace with a shotgun. This is
a kind of escalation. Not in the way, probably, that
you expected now. [...] It had to do with the fact
that freedoms, in quotation marks, were restricted
by standardization and harmonization.

23

Primary vs. Sec-
ondary Task Con-
flict

The security task clashes with the primary task of
the employees.

And at first glance, a longer password or multiple
passwords can look very banal, because, okay, then
you enter one more password. But that can prevent
an employee from doing the work at all, or perhaps
from doing it less often or less regularly. Or he
gets upset, needs additional breaks. That all has an
impact.

17

Economic Impact Impact on the productivity, revenue, etc. of an orga-
nization through security.

Because every organization has to generate output
somehow. Or let’s take the private sector: organi-
zations have to generate revenue. And any aspect
that has even the slightest negative impact on an
employee’s daily business, let’s say, instead of sin-
gle sign-on, the password has to be entered every
time. That reduces the output that the employee can
provide.

10

Shadow Security/
Circumventing Se-
curity

Friction will cause circumventing security policies
and measures.

If no platform is offered for secure data exchange,
then an employee has a legitimate interest. And
it is precisely then that he will turn to any private
means he knows, e-mail or any other cloud services,
Dropbox, etc., simply for lack of an alternative that
is not available.

11

(Perceived) Solu-
tions for Friction

The participant explains how security friction can
or should be reduced in his opinion (this includes
hard measures like taking security tasks away, but
also soft measures like “just explaining friction to
employees so that they understand and accept it”).

You simply have to find a sensible balance between
what you allow and what you ban, because you can’t
ban everything. Instead, you have to weigh up how
bad this is, what I am supposed to judge? And do I
have to ban it or not?

10
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Table 4: The code book (2/2). Occ.: the number of occurrences of the code in all documents.
Code Description Example Quote Occ.
Awareness and
Communication
Will Solve Friction

Awareness and/or communication with the employ-
ees will lead to an understanding of security friction.

Security is not, so is always perceived as somewhere,
yes, maybe an obstacle or something. So we’re
aware of that, and we try to maintain a positive
image, i.e. that people can approach us at any time.
But security has priority, of course.

39

Develop Security
Together

Employees and business units can co-define how
security should work.

As a matter of principle, we try to develop the solu-
tions together with IT and pick up the teams from
the business side early on.

9

Change Security to
Reduce Friction

Security is reduced or changed in order to reduce
the friction experienced by the employees.

and it may well be that there is a legitimate interest,
and then we can also reconsider the solution.

10

Measurements
and Observations

Measurements that the participants or other stake-
holders take to understand, learn or quantify security
friction (including usable security, time effort) and
working routines (that might be affected by security
measures) of employees.

- -

Methods With which methods is the security friction mea-
sured?

I ask questions. I go and ask people, "How’s that
working out for you now?"

55

No Measurements Security friction is not measured. I hardly ever observe that, that feedback is collected.
No, I hardly ever observe that.

9

Active Communi-
cation

Actively talking about security measures and fric-
tion with the employees.

We also like it when comments come in unfiltered.
That’s what I said at the beginning, because it’s very
hierarchical, you sometimes don’t feel the pulse of
the employees.

3

Usable Security Definitions, status quo descriptions, technical mea-
sures, attitudes about usable security. E.g., to say
that "security needs to be user friendly", or that
"security is not compatible with usability", or that
"longer passwords are unusable".

And basically the issue of single sign-on. If I want
to or have to log on to different platforms because I
need different tools, different applications, different
services, but I can largely cover this with single sign-
on, that’s an increased security feature. But at the
same time, it also improves user-friendliness.

34

Invisible Security Security is good if it is not visible to the employees. So in the best case, not at all. So if we, let’s stay
with the example of user authentication et cetera, if
that’s possible, if that goes by very gently, so that
we don’t virtually burden the entire security with
the, the employee, but rather check that quasi in the
background.

4

Hard
Hand/Restrictions

The participant restricts (or wants to restrict) what
employees can do and/ or pushes for a law-and-order
policy.

That’s why I have to clarify restrictions somehow,
you are not allowed to attach this file to an e-mail,
whether you understand it or not, that’s just the way
it is. And if I specify something like that, then I have
to think about exactly when I specify it, how I can
either technically enforce it so that it is not possible.
Or, on the other hand, how can I monitor people
who don’t comply so that I can draw their attention
to it or, in the worst case, impose sanctions on them?

9
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