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Abstract
The rapidly evolving cybersecurity threat landscape and

shortage of skilled professionals are amplifying the need for
technical support. AI tools offer great opportunities to support
security experts by augmenting their intelligence and allow-
ing them to focus on their unique human skills and expertise.
For the successful design of AI tools and expert-AI interfaces,
however, it is essential to understand the specialised security-
critical context and the experts’ requirements. To this end,
27 in-depth interviews with security experts, mostly in high-
level managerial roles, were conducted and analysed using
a grounded theory approach. The interviews showed that ex-
perts assigned tasks to AI, humans, or the human-AI team
according to the skills they attributed to them. However, decid-
ing how autonomously an AI tool should be able to perform
tasks is a challenge that requires experts to weigh up factors
such as trust, type of task, benefits, and risks. The resulting
decision framework enhances understanding of the interplay
between trust in AI, especially influenced by its transparency,
and different levels of autonomy. As these factors affect the
adoption of AI and the success of expert-AI collaboration in
cybersecurity, it is important to further investigate them in the
context of experts’ AI-related decision-making processes.

1 Introduction

The growing dependence on digital devices, services, and
data for daily tasks by individuals, companies, and govern-
ments increases productivity but concurrently increases the
vulnerability to cyberattacks. Cybercrime is growing expo-
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nentially, with organisations experiencing an average of 1248
attacks per week [10, 11]. This results in a fast-paced and
demanding work environment for cybersecurity teams. Simul-
taneously, organisations face a significant shortage of cyberse-
curity experts (CSEs) to cope with increasing security-related
demands. In 2022 the estimated cybersecurity workforce gap
stood at 3.4 million jobs globally [42], and existing CSEs
report high work stress levels, fear of burnout, and feeling
set up for failure in a chronic state of work overload [4, 41].
While educating future CSEs is an essential task, it may take a
long time and currently does not catch up with the increasing
demands.

Hence, technical solutions, such as Artificial Intelligence
(AI) are a promising approach to ensure the secure operability
of IT systems, to compensate for the current lack of CSEs, and
relieve experts. AI tools have the potential to support human
CSEs by enhancing and strengthening the human’s abilities to
act, analyse, decide, see and hear [61]. Human-AI collabora-
tion does not aim to replace humans, but “to achieve complex
goals by combining human and AI, thereby reaching superior
results to those each of them could have accomplished sepa-
rately [...].” [25, p. 640]. This complementary collaboration
has already been proven to be successful in other domains,
such as for medical [13, 14] or military use cases [23]. Hence,
the exploration of this unique collaboration could provide
similar benefits in the high-stakes and complex work field of
cybersecurity.

Due to its technical disposition, cybersecurity is a field
where AI could be applied to a range of use cases; especially
in the domain of detection and response, e.g., for continuous
security monitoring [29, 49, 56, 68, 72, 101]. Other cyber-
security research is concerned with, e.g., the technical de-
velopment of automated calculation of risk scores [76, 91],
inferring the probability for a security incident [71], or dark
web investigations for threat intelligence and text analysis
[5, 28, 43].
However, not all cybersecurity tasks and decisions, such as
assessments or stakeholder communication, can be easily au-
tomated. For example, tasks such as risk assessments require
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an understanding of the organisation’s strategy and careful
consideration of and communication with all stakeholders
[44]. Hence, understanding the context, the experts’ needs,
and requirements for the intended collaboration is essential as
it is influenced by the specific tasks, the required skills, and de-
sired behaviours [79]. Furthermore, human-AI collaboration
has often only been studied through the lens of novice users
and non-specialised tasks; yet, experts have different require-
ments for working together with AI systems, as they, e.g., are
more knowledgeable or self-confident in their domain of ex-
pertise and more averse to algorithmic advice [8, 12, 36, 70].

To provide a better understanding of the potential for expert-
AI collaboration in cybersecurity, and the CSEs’ requirements
and perceptions, we conducted interviews with N=27 security
professionals in Chief Information Security Officer (CISO)
or related roles. As this research was exploratory with a focus
on gaining an in-depth understanding, a qualitative interview
approach using grounded theory was chosen.

The first objective of this research was to get a good under-
standing of security experts’ tasks, and responsibilities, and
to explore the potential CSEs see in collaborating with AI
to complete their tasks, leading to the first research question
(RQ).

RQ1: What tasks and responsibilities do cybersecurity ex-
perts have, and which can be augmented by AI tools?

We found that the experts’ responsibilities are concerned
with designing, implementing, and constantly reviewing and
improving their organisations’ cyber and information security
strategies. The experts confirmed that, based on their assess-
ments of the task nature, and both team members’ capabilities,
various tasks could be automated or augmented by AI.

After identifying potentially suitable tasks for collabora-
tion, it was essential to understand the factors that are relevant
for the successful collaboration of experts with AI in cyber-
security, e.g., the security experts’ specific strengths, their
requirements, and willingness related to the collaboration,
and the capabilities they attribute to AI.

RQ2: What is the cybersecurity experts’ perspective on col-
laborating with AI tools to complete their tasks?

The experts believed that AI can improve their workflows
and relieve them of extensive and repetitive tasks, but also
help with more discretionary tasks. Tasks such as monitoring,
and analysing big amounts of data, or alerting the experts
in unusual cases were identified as use cases where experts
can benefit from the use of AI. On the contrary, especially
stakeholder communication and the integration of the organi-
sational context into the final decisions should remain in the
human experts’ domain.

Finally, user perceptions such as trust towards and concerns
related to using AI tools have been shown to be relevant for
the tool’s acceptance and successful collaboration [18]. Of

particular focus is how these might change across varying
levels of autonomy and automation of AI tools concerning
the level of transparency, autonomy, and adaptability of a
system. AI tools can range from decision support tools, over
collaborative scenarios where human approval is required, and
situations where the human can only veto, to fully automated
task execution by the AI.

RQ3: What are the cybersecurity experts’ perceptions on
automation, autonomy, and trust in expert-AI collabora-
tion?

We found that deciding how autonomously an AI should be
able to act was a difficult decision, which required experts to
weigh factors such as their trust in AI tools and the suitability
of the task for AI or the human expert, which influenced their
assessment of deploying AI at different autonomy levels.

This research yielded valuable insights into the collabora-
tion potential of AI and CSEs, which can guide the design
of AI tools in cybersecurity. These tools can help fill the
workforce gap by augmenting the existing CSEs’ with AI, to
free them up for other tasks that require their unique human
capabilities and expertise. To that end, we provide two contri-
butions:
First, within the high-stakes environment of cybersecurity,
we explored for which type of tasks CSEs seek support from
AI and outline how experts decided to share tasks between
themselves and AI tools.
Second, we present a comprehensive autonomy decision
framework that describes how the interplay of factors like
the nature of the task, trust in AI, and a risk-benefit assess-
ment impacts the decision to utilize AI on different autonomy
levels. It provides a structured approach to determining the
appropriate balance between human expertise and AI auton-
omy in cybersecurity.
These contributions help advance the understanding of expert-
AI collaboration in cybersecurity and can guide the practical
implementation of collaborative interfaces for CSEs and AI,
fostering more effective and secure cyber defence strategies.

2 Related Work

In the following, we present related work concerned with AI
in cybersecurity and expert-AI collaboration.

2.1 AI in Cybersecurity
Currently, the use of AI cybersecurity tools is relatively rare,
with only one-third of organizations using or planning to use
them [92]. Among these, 80% use AI to detect, 64% to pre-
dict, and 55% to reactively mitigate cyberattacks [92]. The
primary applications for AI in cybersecurity are network secu-
rity (75%), data security (71%), and endpoint security (68%)
[15]. Diverse AI methods like machine learning (ML), or
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natural language processing (NLP) are promising for appli-
cation in cybersecurity [77]. However, the use of AI also
introduces novel risks, e.g., when ML models are tampered
with during training through poisoning attacks, manipulating
AI predictions [89]; or hallucinations, where LLMs produce
syntactically correct answers that are nevertheless made up
and false [6, 78].

Kaur et al. [46] identified literature concerned with the inte-
gration of AI into various use cases in cybersecurity and classi-
fied them according to the five NIST cybersecurity framework
functions: identify, protect, detect, respond, and recover1.

For the function of identifying, there are several studies
concerned with supporting individuals and organisations to
identify threats and risks, e.g., through automated calculation
of risk scores [76, 91], or by inferring the probability for a se-
curity incident with AI [71]. The availability of related tools
in practice is comparably mature: Tenable’s Exposure AI
[87], an attack surface management tool, or IBM’s Guardium
[39], which offers functionalities for risk assessment, vulner-
ability scanning and patch management. In the function of
protection, AI can be used for threat simulation to identify
and address gaps in software or misconfigurations in settings.
When using AI in this function, e.g., for threat intelligence,
it can efficiently combine data from multiple sources such
as networks, users and IoT devices, for real-time monitoring
and analysis [64]. Industry solutions supporting this function
are IBM’s Verify [40], offering AI functionalities for man-
aging digital identities and access rights, and Zscalers Data
Protection [102], providing data classification and visibility
for the locations of sensitive data using AI. For the detec-
tion of anomalies, AI can increase event detection rates and
detect unknown threats, as is demonstrated in AI tools for
continuous security monitoring [29, 49, 56, 68, 72, 101]. Due
to AI tools being able to monitor significantly more data,
incidents can be reported more quickly and effectively [83].
Tools such as Microsoft’s Security Copilot [62] support threat
detection and prevention, and Tessian’s Complete Cloud Se-
curity Email platform [88] uses AI to detect phishing and
protect sensitive data on email. Once a cybersecurity incident
is detected, AI tools can be used for the response, e.g., for
automated isolation of affected entities [30, 74], or the auto-
mated remediation, such as preventing the spread of malware
[38] or recommendations for countermeasures [67]. Industry
solutions for the response function include Darktrace [22],
which offers an automated response to threats such as ran-
somware, or Malwarebytes [55] and Kaspersky’s Endpoint
Security [45], offering AI-based malware identification and
detection. The use of AI in the function of recovery is less ma-
ture, and the amount of research in this area is still relatively
small compared to the other functions. Nevertheless, using
AI for the aggregation of incidents [16], or the concluding
analysis of vulnerabilities [60] are two examples of solutions

1https://www.nist.gov/cyberframework/getting-started/
online-learning/five-functions

in this function. Industry solutions for the recovery after a
successful cyberattack are comparably scarce, however, Dark-
trace [22] offers an AI-based functionality that supports tasks
in this domain, such as incident reporting.

Kaur et al. [46] emphasized the impact of human-AI collab-
oration in developing practical and usable AI for cybersecu-
rity. Despite existing literature and AI tools from practice, the
alignment with CSEs’ needs, acceptance, or trust is rarely eval-
uated. Our research addresses this gap by examining experts’
perspectives on AI adoption in cybersecurity, and identify-
ing potential matches and mismatches with current tools and
proposals.

2.2 Expert-AI Collaboration

Effective collaboration between humans and AI has been
shown in research [25] and yet, the success of this collabo-
ration depends on the understanding of delegation dynamics
[8, 36, 70], is influenced by attitudes towards and knowledge
of AI [70], and further factors such as overcoming cognitive
biases [73] or algorithmic aversion which domain experts are
especially prone to [12, 63, 100]. Supporting human experts
with AI capabilities is based on the assumption that both
actors can bring complementary skills to the collaboration,
enhancing overall performance. While humans are suited for
social tasks and unexpected situations, AI can perform repet-
itive and monotonous tasks quickly, accurately and reliably
[35, 50]. In particular, AI can collect information logically
and arithmetically and then process large amounts of data by
weighting, prioritising, analysing and combining it [50]. In
contrast, human actors can rely on their senses, emotional
intelligence and social skills to build relationships and moti-
vate employees [9, 23, 35]. Unlike AI, humans are able to use
their intuition, creativity, and common sense in situations they
were not trained for [35], enabling them to creatively develop
solutions even in open and unfamiliar situations [48, 50, 94].
However, while existing research of human-AI collaboration
yields insightful findings, they often stem from generalizable
tasks performed by novices and might not hold in high-stakes
environments or those that require expert knowledge as the
domain of cybersecurity does [8, 36, 70]. Initial insights in the
teaming of experts and AI show that especially in data-heavy
fields, like medicine or military, where decisions are discre-
tionary, rather than ruled by clear guidelines, expert-AI col-
laboration is beneficial to performance [2, 13, 24, 52]. While
experts excel in unstructured environments, too many decision
variables overwhelm human processing [3]. AI can reduce
this complexity, enabling human experts to make informed de-
cisions. Research on behaviours, skills, and abilities required
for successful human-AI collaboration is fragmented and task-
dependent [79], motivating our research to look specifically
at the cybersecurity domain. As the context, the task, and the
target group influence human-AI collaboration [79] we try to
understand how CSEs and AI can collaborate across different
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tasks. To do so, we introduce related frameworks describing
relevant aspects of human-AI or related human-automation
interaction in the following section.

2.3 Human-AI Collaboration Frameworks

Human-AI frameworks compare and describe interactions
across various dimensions, such as trust [93], autonomy [37],
or the influence of psychological factors [85]. For this pur-
pose, Salikutluk et al. [75] evaluated the desired autonomy
of a physical AI agent in a shared workspace, based on the
situational context and the human agent’s self-confidence, ef-
fects of task failure, understanding human capabilities (i.e.,
theory of mind), comparison of AI and human competence,
and whether the human agent needs to adjust their actions.
After refining the factors in a pre-study, they established that
participants prefer an adapted autonomy level based on those
factors, compared to fixed autonomy levels.

Similarly, Simmler and Frischknecht [80] derived a taxon-
omy describing human-AI collaboration that relies on two
gradual parameters: autonomy, capturing the intractability
of the system’s actions, and automation, capturing the hu-
man level of control over the system’s actions. The taxon-
omy defines levels of automation, reflecting the extent of
human involvement in task execution and how autonomously
an AI can act. At the lowest level, AI functions as a deci-
sion support tool, relieving experts of preparatory work for
decision-making. Contrary, on the highest level five, there is
no interaction between the human and the AI, with the AI
being fully independent. Table 3 in Appendix A describes the
five levels in more detail. The four key characteristics that
define an autonomous system according to [80] include the
system’s transparency, determinism, adaptability, and open-
ness (see Table 2 in Appendix A for a description). Overall,
the taxonomy can be used to assess and describe the roles and
responsibilities of each actor in human-AI collaboration, and
therefore influenced the design of the AI autonomy section in
our interviews.
The importance of trust for humans working with autonomous
agents and the technology’s acceptance has been shown in
other research and motivated the trust section of our inter-
views [59, 81, 82, 97]. Research has shown that humans in-
teract with machines differently than with other humans, nev-
ertheless, there are similarities. For instance, humans apply
human social rules and behaviour to machines [33, 34, 66],
and trustor- and context-related factors have been considered
equivalent regardless if the trustee is human or a machine
[34]. In the organisational context, trust in technology de-
scribes the users’ belief in the system’s ability to perform as
expected and the users’ willingness to depend on the technol-
ogy and make themselves vulnerable in uncertain and risky
situations [31, 57, 65]. Theoretical descriptions of the human-
technology trust relationship assume trust evolves over time;
and, begins with an initial trust level even prior to the first

interaction [65, 86]. This is then either confirmed or refuted
upon the initial interaction with the technology [65, 86]. Suc-
ceeding the initial interaction, the users’ trust was found to
be positively related to the system’s usability, and during the
early periods also to the system’s reliability [65]. When users
do not understand the AI’s prediction, and it conflicts with
the implications of their own mental model, it can lead to
uncertainties regarding decision-making [47]. One approach
to support trust between humans and AI is the facilitation of
transparency [32, 69, 97]. The provision of the AI’s reason-
ing has shown to have a positive effect on cognition-based
trust, indicating that this transparency can support bridging
the discrepancies between the human mental model and the
AI model and fostering the collaborative performance [97].
Therefore, through our interviews, we explored how experts
would build trust in AI systems, and which factors could
strengthen and weaken their trust.
Overall, the interplay of experts and AI needs to be better
understood to enhance their collaboration, the expert’s ability
to evaluate the AI and its predictions, and the communication
between the AI and the expert. Our study contributes to this
understanding by exploring the CSEs’ perspective on AI adop-
tion in cybersecurity through in-depth interviews with CISOs
and related job roles that additionally make use of existing
frameworks such as the autonomy-automation taxonomy [80]
to put the insights into a meaningful context.

3 Method

The following section describes the interview procedure,
the data analysis procedure following a grounded theory ap-
proach, the sample and ethical considerations.

3.1 Interview Procedure
Through an online survey sent prior to the scheduled inter-
view, the experts were informed about the data collection,
processing, and storage and asked to give their consent to
the explained procedures. To accompany the insights of the
interviews, the survey contained a general attitude towards
AI scale based on the General Attitudes Towards Robots
Scale (GAToRS) [51], adapted to the AI-specific case and
provided in Appendix C. Additionally, we asked experts to
fill out the Human-Computer Trust (HCT) scale [54] in the
pre-interview survey. The interviews were mainly conducted
through Zoom or Microsoft Teams, with some in-person in-
terviews. The interviews were audio-recorded after again ob-
taining verbal consent from the expert. The audio files were
auto-transcribed with Trint [90], and then validated manually
by two researchers. Data collection, transcription, and anal-
ysis occurred concurrently, in line with the grounded theory
approach [21, 84].

The semi-structured interviews consisted of three sections.
The full interview guide can be found in Appendix D.
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1. The first section concerned understanding the CSEs’
tasks, responsibilities, and the need for support.

2. The second section explored which type or level of
expert-AI collaboration would be suitable for cyberse-
curity tasks, including a reflection on human and AI
capabilities. This section was accompanied by an expla-
nation of the automation levels [80] (detailed in Table 3).
Experts went through their tasks and were asked to elab-
orate on the level of automation that was suitable for the
integration of AI for each task. Then, CSEs were asked
to sort the tasks into a matrix considering the feasibility
and desirability of AI integration, similar to a How-Now-
Wow matrix2 as illustrated in Figure 2 in Appendix D.

3. The last part of the interview focused on understanding
the CSEs’ trust in and perceptions of AI tools, including
their hopes and worries regarding expert-AI collabora-
tion.

Interviews were internally piloted twice, to ensure the clar-
ity of the questions, the feasibility of the methods and to
approximate the interview duration. After piloting, the inter-
view guideline was revised to reduce the number of questions,
to avoid redundancy and, to change the order of questions in
the section on AI and human capabilities. The final version
can be found in Appendix D.

3.2 Data analysis
The survey data was analysed descriptively to contextualize
the topic and obtain a comprehensive impression of CSEs’
attitudes and trust towards AI.
To analyse the interview data, we followed a grounded the-
ory approach [21, 84], which is suitable when little is known
about the topic and allows synthesizing qualitative interview
data and generating research assumptions and frameworks
[19]. The interview guideline aimed to elicit diverse responses
on the participants’ perceptions initially, but provided guid-
ance to experts, prompting them to evaluate AI in the context
of specific cybersecurity tasks. Therefore, responses focused
on similar tasks and allowed the emergence of consistent pat-
terns.
We used the central element of grounded theory, ongoing
memoing, in the transcription and during all coding phases,
to capture impressions and ideas. Memoing describes the
process of recording thoughts, analytical insights, decisions,
and ideas in relation to the research process [21]. During the
coding phase, we added the technique of diagramming [21],
i.e., creating visual representations of interrelations between
codes, to support the development of the categories and their
relationships and interactions. The coding process was struc-
tured as follows: the initial open coding phase aimed at initial
codebook development, where the first five interviews were

2https://gamestorming.com/how-now-wow-matrix/

coded with a line-by-line approach. Once an understanding
of underlying themes in the data was developed, line-by-line
codes were transformed into incidents.
The intermediate coding process focused on axial coding.
Strauss and Corbin defined axial coding as “a set of proce-
dures whereby data are put back together in new ways after
open coding by making connections between [and within] cat-
egories” [21] (p.96). We captured the relationships of the aris-
ing themes and their contexts by diagramming and generating
situational maps [20]. During axial coding, two researchers
went through the interviews and developed a situational map
depicting the codes until no new codes or relationships could
be added.
In the final coding phase, the codebook derived from the situa-
tional maps was transferred to the coding software MAXQDA
(v24.1.0) [95]. The interviews were then coded topic by
topic, and interview sections discussing the same topics were
compared between participants to enrich themes and pro-
vide different variations of one topic and respective codes.
The full codebook can be found as an online appendix on
https://doi.org/10.3929/ethz-b-000674517, and ad-
ditional details are given in Appendix B.

3.3 Sample & Recruiting

The CSE sample was mainly recruited through purposive
sampling to ensure that the participants matched the target
group in terms of roles and level of expertise. Experts required
a minimum of 2 years of industry experience in cybersecu-
rity roles. As peer identification is another way to determine
expertise, we used additional snowball sampling to help us
recruit further relevant candidates for our interviews through
interviewees and recruited one out of all 27 experts through
this method. Experts were approached through social media
platforms, specific expert forums, mailing lists, and peers. A
total of 27 security experts from 23 different organisations
were interviewed between November 2023 and January 2024,
and their demographics are summarized in Table 1. The ex-
perts on average had M=15.37 years (SD=8.08) of experience
in the field of cybersecurity. Throughout the rest of this paper,
experts will be referred to as ME, when they are in a man-
agerial role; OE, when they are in an operational role; and
CE, when they are in a consultancy role. The individual years
of experience for the experts can be found in Table 6 and
the sample scores of the AI-adapted GAToR scale [51] are
shown in Table 5 in Appendix C. Overall, on a 7-point Likert
scale experts tended to agree with having personal experi-
ence with AI (M=5.50, SD=1.10), and being familiar with AI
(M=5.54, SD=0.65). Additional information on the experts’
organisations can be found in Appendix E.
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Gender Role
Male 25 Chief Information SO3 16
Female 2 Information SO3 2
Age Chief SO3 2
25-34 4 Head of Security 2
35-44 7 Junior Information SO3 1
45-55 13 Security Architect 1
55-64 3 Network Security 1
HCT Security Consulting Engineer 1
M=3.71 (SD=1.24) Manager 1

Table 1: Expert demographics, n = 27

3.4 Ethical Considerations
Our institution’s ethics board approved the study design, fol-
lowing established ethical guidelines for psychological re-
search involving humans [7]. By collecting age ranges in-
stead of a concrete age, we minimized the potential for privacy
invasion. An informed consent form explaining the purpose
of the study, data collection, and processing was given to
participants before the interview. Participants were free to
refuse participation and request the deletion of their data at
any time without negative consequences. The audio data was
transcribed, anonymized, and then deleted. The participants
were given equal compensation and had the option of taking
or donating the money to a charity of their choice.

4 Results

This section first describes the experts’ responsibilities and
tasks before summarizing the main themes that emerged in
the interviews regarding the use of AI in cybersecurity, pref-
erences for expert-AI task division, and trust in AI.

4.1 Cybersecurity Expert Roles, Responsibili-
ties and Tasks

The experts described that their main responsibilities lie in the
tactical and technical management of an organisation’s infor-
mation security, including the strategic information security
orientation and ensuring adherence to regulatory and com-
pliance requirements. The organisation’s specific cyber and
information security strategy is set out in policies, guidelines,
and frameworks that are regularly reviewed, improved and
audited. Experts mentioned responsibilities spanning from
raising security awareness in the organisation to risk manage-
ment, where threats to the organisation’s assets are identified,
evaluated, assessed, and appropriately treated. To protect the
organisation from cyberattacks, experts described being re-
sponsible for technically steering the incident and vulnera-

3SO = Security Officer

bility management, which includes planning, designing, and
implementing technical systems, such as security informa-
tion and event management (SIEM). Specifically, experts de-
scribed communicating cybersecurity issues to management
and other employees in an appropriate and sensitive manner,
briefing them in the event of a crisis, and being available to
answer ad-hoc questions. To ensure information security, ex-
perts also guide, plan and support the implementation of the
organisation’s security infrastructure. Expert responsibilities
depend on their roles, where operational positions verify in-
cidents, notify responsible parties, and facilitate device and
entity recovery, bridging technical and human aspects within
organisations. Experts in in-house managerial roles are pri-
marily employed to fulfil the tasks described above, however
inevitably get involved into more operational tasks if nec-
essary. Experts in consultancy positions advise and consult
external clients, and are less involved in the implementation
and focus on the strategic and governance aspects, but held
expertise in similar domains without hands-on involvement.
Overall, the experts described the integration of AI into cy-
bersecurity tasks as desirable, however, the tasks’ suitability
for AI integration varies based on AI and human capabilities.

Experts should plan, strategize and grasp the context.
Tasks that participants considered lying in their responsibility
often included competencies related to strategy, planning,
and assessment. Experts considered these tasks to be more
appropriate for humans, as “transferring that to your context
and to your company and to the risk that you have in your
company. That’s something that [AI] simply can’t do that
well.” (CE24). Additionally, if there were no formal criteria
that could be embedded into an AI to determine appropriate
decisions or actions for specific scenarios, experts believed
that humans should be responsible. Since those discretionary
decisions would be “something that has to do with emotion. It
has to do with experience, it has to do with [...] circumstances
and environmental influences. That’s something that humans
naturally take into account that a machine can’t do.”(ME5).
For difficult discretionary decisions, with incomplete infor-
mation, experts mentioned the need to weigh up equally valid
options and in many cases relied not only on objective fac-
tors but also on experience from unrelated areas and their gut
feeling. Typically, taking responsibility “whether the activity,
which can then be very drastic, makes sense in this context,
this should still be a human who ultimately bears the respon-
sibility for what happens.” (ME8). While the integration of
AI into these tasks was rated as somewhat desirable, most
experts argued that this was not feasible at this time.

AI, the expert’s little helper. However, this did not im-
ply that the use of AI for these responsibilities was always
deemed out of place. Many experts recognized the advantages
of using AI to prepare tasks, such as assessments, audits,
or guiding the development of strategies. Experts felt it was
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suitable for AI to gather information on specific topics, sum-
marise existing documents, and generate preliminary reports
to guide the experts’ decision-making. They recognised that
AI could make vast amounts of information and data acces-
sible to them through summaries. Leveraging AI’s ability to
bring “information together and combine it in such a way that
it makes some sense” (ME20) to support decision-making
during assessments was deemed to add value; “[a]lthough a
verification is then necessary.” (ME20). Cybersecurity tasks
in this category were gathering information about vulnera-
bilities, and incidents, giving insights into the current legal
landscape or preparing information for risk assessments.

The age of generative AI. Experts also found the integra-
tion of AI useful for generative tasks. Most experts felt that
letting AI write at least drafts for policies, frameworks, and
guidelines would greatly support their work, but should be
closely monitored and verified. They believed that AI would
quickly learn the structure of such documents and could easily
and efficiently reproduce them given different parameters to
fit the respective organisation’s needs. Additionally, experts
mentioned that this would “help me to create a proper lan-
guage” (ME7) for such compliance documents. The recent
popularity and success of LLMs made them optimistic that AI
“will probably deliver a great policy” (ME2), but also raised
concerns that “[AI] doesn’t know my company, so it doesn’t
know the needs, demands, and requirements of my company”
(ME2). The experts were obviously aware of AI’s fallibility,
especially in regard to hallucinations, and insisted that no AI-
generated document should just blindly be used but always
be examined for context, and validity.

Can AI do awareness measures? Experts could not agree
on how feasible or desirable the use of AI would be to raise
cybersecurity awareness. Some experts believed that inter-
personal interactions play a major role in the area of aware-
ness, which makes the integration of AI counterproductive.
Other experts elaborated on how they could use AI for raising
awareness, “for example, [to] produce an awareness training
program tailored exactly to our needs: This is how I store
data, make a short video about it, there’s a quiz to review what
has been learned” (ME25). Some experts further mentioned
that they were already using AI for awareness measures.
In summary, the human experts should be the ones driving
the process, planning an awareness strategy and evaluating
the achievement of their goals. AI could be utilized within the
awareness measures, e.g., for generating and sending phishing
emails to train employees, or generating content, such as texts,
graphics, and videos for training purposes.

To communicate through AI or not to communicate
through AI. Another task group that experts were reluctant
to delegate was communication. While “[AI] can make a

lot of tasks easier, such as answering my emails, which I no
longer want to do myself, and I am convinced that I could eas-
ily hand over to AI” (ME27), other kinds of communication
required the human experts’ unique qualities. Communication,
especially “when it comes to crisis communication and so on,
I would also say that you also need a good deal of empathy
and political skill” (ME23). Understanding and addressing
the other party’s needs through communication relies heav-
ily on interpersonal aspects and sensitivity, which are rarely
explicitly visible or graspable. Therefore, tasks such as crisis
management and communication with customers or legal rep-
resentatives were still considered best-suited for the human
expert. The integration of AI was found to be undesirable and
even infeasible.
However, answering employees’ security-related questions
was very desirable and feasible to delegate to AI. They pic-
tured a compliance expert chatbot which would have access
to their organisation’s policies and implementations and thus
be able to answer ad-hoc questions compliantly and tailored
to the enquirer’s role and level of expertise.

Leveraging AI capabilities to protect cybersecurity. The
use of AI for protection and prevention was considered
to make the experts’ work easier and provide valuable sup-
port. While tasks like “pen-testing requires a certain level
of human intelligence, which is why it is so expensive and
takes longer” (ME20) , they expressed “[i]f it were feasible,
of course, [...] then it would be nice if it were as fully auto-
mated as possible. And then at the end you have a report [...]”
(ME20). In addition, AI could automatically review policy
implementations or measures and identify potential gaps -
“tackle configuration management, verify firewall rules, check
technical configuration elements” (ME3) and potentially pre-
vent successful attacks by “enforcing requirements, [and]
checking them” (ME13).

The data-intensive and repetitive territory of AI. Tasks
in the domain of detection and response were often
mentioned as desirable and feasible for AI delegation. In
particular, to “analyse large volumes of data in a very short
time, while incorporating historical data” (ME4). In many
cases, experts were aware that AI, compared to humans, can
analyse data more precisely and differentiate benign and
malignant patterns. In addition, experts noted that AI is not
affected by human disadvantages: AI has no biorhythm and
can therefore perform “24/7/365 and at an alarming speed”
(ME18). Its impartiality and absence of emotions ensure
consistent results and objectivity. Moreover, many experts
were aware that an AI can “reduce the sheer volume of data”
(ME8) and constantly “learns more and more over time”
(ME2). The use of AI for monitoring could therefore replace
and facilitate the work of many human analysts.
Although the experts generally viewed the use of AI for
technical monitoring positively, monitoring humans raised
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ethical and legal concerns, making it undesirable. Letting the
“AI go there fully automatically and address or correct any
misbehavior” (ME2) was dismissed by experts.
The automated “analysis for anomalies, performing
baselin[ing] and outlier detection” (ME9) was also found
to be one of the most desired tasks for the integration of
AI. However, the automatic response to detected anomalies,
e.g., responding to suspected attacks by isolating entities, or
automatically fixing detected vulnerabilities, involved more
complex judgements. While the desirability of automatic
responses was high, many experts were unsure about how
much autonomy AI should have in these cases.

4.2 AI Autonomy in Cybersecurity
Experts were asked to elaborate on task division between
them and AI, as well as the autonomy of AI in relation to the
experts’ previously described tasks. It is important to note that
the concepts of AI automation and AI acting autonomously
were used interchangeably during the experts’ descriptions.
As autonomy appeared to encompass aspects of automation,
we will refer to the concept as “AI autonomy” from here on
and detail the factors that experts deemed relevant for deciding
on AI autonomy. The definition of autonomy as the “qual-
ity or state of being self-governing” [58] closely maps the
experts’ descriptions. Several experts were able to formally
describe their internal thought process when evaluating AI
autonomy levels for different tasks, as visualized in Figure 1.
Deciding how autonomously AI should be able to act was a
complex consideration for the experts. Factors such as the
characteristics of the task, trust in AI, and risks and benefits
played a role in this process. In the following sections, we
first describe what factors experts evaluated regarding the
task and their trust in AI. As shown in Figure 1, these two
factors directly influence the experts’ perceptions of the risk
and benefit of different levels of AI autonomy. We will then
describe the experts’ assessments for the risks and benefits
that influence what level of AI autonomy is deemed appropri-
ate by CSEs (see Figure 1). This section concludes with the
considerations for expert-AI task division at different levels
of automation.

Considering the capability-task fit and the urgency. The
nature of the task, and in particular how suitable experts as-
sessed their human capabilities or AI capabilities, played
into the decision for the AI autonomy level. For example, an-
alytical tasks that require a lot of data processing were more
likely to be assigned to AI with a greater level of autonomy,
due to its efficiency and accuracy. In addition, the urgency of
a task was also taken into account. Using AI at a high level
of autonomy means it is able to carry out the work around
the clock, which is important as “the decision-making time
and decision-making paths are becoming ever shorter. Time
is becoming a massive success factor [...]” (ME9).

Benefit
Using AI
Employing Human

Risk
Error Proneness
Potential Impact
Reversibility

AI Autonomy
Task

Capability Fit
Urgency

Trust
Human Oversight
Experience
Transparency

Figure 1: AI Autonomy Decision Framework

Trust: Experience and the importance of transparency.
The experts’ trust in AI played a major role in how au-
tonomous they believed AI should be. We were able to iden-
tify three important aspects for trust in AI: human oversight,
the experts’ experience with AI, and AI transparency. A fre-
quently articulated idea around human oversight was that
“in principle, I am fundamentally of the opinion that [AI]
is a great support, but not with blind trust, never trust, and
verify” (ME8). This concept envisions an evolving process
where humans closely monitor AI. However, as articulated
by one expert, when “you realize how good the output of
the AI actually is” (ME7), the necessity for human oversight
diminishes. This shift is attributed to experts accumulating
sufficient experience with AI, fostering a sense of trust. Addi-
tionally, comprehensive and sound regulation or trustworthy
providers of AI models were mentioned as strengthening the
trust in AI. Conversely, observing wrong AI predictions and
experiencing misuse of AI for misinformation, propaganda,
or social scoring, were detrimental to the expert’s trust.
To better judge and incorporate AI results into their decisions,
experts stressed the need for transparent AI results to under-
stand the parameters leading to the AI’s results, and to assess
“whether what the engine gives me is actually correct and has
not been interpreted by the engine” (ME12). Additionally,
experts emphasized the importance of the AI model’s trans-
parency to understand how a model works, what data was
used to train it, and what technical infrastructure it relies on.
Uncertainties relating to the AI model’s data processing and
storage, or the potential accessibility of the data by malicious
actors, were described as hindering the adoption by multiple
experts.
Experts also stated a need for a deterministic tool that “should
always make the same decisions under the given parameters.”
(ME19), allowing them to rely on AI tools more. Overall,
most experts expressed trusting AI, however many had con-
ditions or requirements bound to their trust. Seven experts
self-reported not to trust AI, as one put it “I have relatively
little trust in systems that act autonomously,[...] I really lack
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the basic trust that no unnecessary damage will be done.”
(ME9).

Risks: Error-proneness, impact and reversibility. AI’s
proneness to error, but also that of humans, played a central
role in the experts’ assessment of risks related to a certain
level of autonomy. If AI were to be perfectly accurate in its
calculations, predictions and detection rates, then experts felt
it should be used for most cybersecurity tasks. Humans were
described to be fallible and generally not suitable for many
tasks in cybersecurity. Hence, AI without human influence
could strengthen cybersecurity, as AI was portrayed as a re-
liable tool that is not influenced by emotions nor biased like
humans might be.
Experts further determined the risk for a specific level of AI
autonomy also by the respective impact, i.e., the extent and
severity of the consequences, that an autonomous AI action
could cause. When assessing consequences, experts consid-
ered how far-reaching they were, such as whether they were
isolated to single workstations or could lead to company-wide
shutdowns. The more severe and serious these consequences
were perceived, the more conservatively experts were in grant-
ing higher levels of AI autonomy. Likewise, experts differed
notably in their judgement based on task domain. For instance,
for medical applications or critical infrastructure, experts were
reluctant to consider allowing high AI autonomy.
In addition, the reversibility of a particular actions played a
role. If the costs of a successful attack were high and the AI’s
action reversible, experts described that they would rather let
AI react autonomous and too quickly and undo the action later
than hesitate too long. “Whether the impact of the action can
be reversed and is fundamentally justifiable for the company”
(ME8) generally plays an important role in the allocation of
autonomy. However, if the result is permanent, experts were
more reluctant to grant AI autonomy.

Benefits: What can be achieved with AI, that can not be
done without. When evaluating the benefits, experts com-
pared the advantages that are gained when AI is used to
advantages gained when a human performs a task. This
assessment is predominantly determined by the nature of the
task and the capability-task fit, as illustrated in Figure 1.
In the case that a task or an incident is time-sensitive, ex-
perts tended to lean towards giving AI more autonomy since
“[t]ime is becoming a massive success factor in [...], in a
ransomware attack, the time between initial infection and
outbreak is sometimes less than an hour. And people have to
make sure they keep up.” (ME9). They further believed ”that
the reliability of an automated solution is generally higher.”
(ME5). In other words, this human approval can also be detri-
mental to the purpose.
Experts understood that “if AI is perfectly trained to make
a quick decision in a critical case, it may be better than a
human being” (CE24). Yet, experts also understood that the

outcome and consequences of AI acting autonomously needs
to be considered when deciding how much autonomy should
be given to AI.

Level of autonomy: in between risks and benefits. Based
on this framework of considerations (see Figure 1) some tasks
were frequently mentioned for specific levels of autonomy
and expert-AI task division. An additional tabular summary
can be found in Appendix F.
Level 1 - Decision support: Particularly in areas with a high
level of personal responsibility, or areas that require contex-
tual knowledge or creativity, the experts stated that they would
prefer to use AI only as a support for decision-making. This
enables them to offload routine tasks partially, while poten-
tially increasing their accuracy. In these cases, AI could sum-
marise information to support risk management, or generate
preliminary drafts for policies to support the experts in their
tasks and processes.
Level 2 - Human Approval: When tasks fit the AI’s capabili-
ties, but are not time-critical but potentially have far-reaching
consequences, experts increasingly expressed the wish to have
AI propose a decision but still be able to review and ultimately
accept or reject the proposed decision. Exemplar tasks men-
tioned by the experts were the response actions to major
security incidents, including patching and the isolation of en-
tities.
Level 3 - Human Veto: Regarding most tasks with far-
reaching consequences or consequences that could not be
easily reversed, the experts expressed a desire to at least be
able to veto the actions of AI. While experts on the one hand
wanted the option to intervene, AI could still automatically
perform tasks without human interaction. However, experts
seemed to have difficulty understanding, or applying this level
to tasks that could be performed by AI.
Level 4 - Execute and Inform: In time-critical situations as
well as in situations in which the consequences of the AI’s
actions could be mitigated or reversed, experts were willing to
let AI autonomously execute tasks but still expressed the wish
to be informed to maintain situational awareness. Exemplar
tasks were automated penetration testing or the automated
configuration of firewalls.
Level 5 - Fully automated: The experts mostly stated that
they were willing to delegate routine tasks or tasks with min-
imal impact to AI for fully autonomous processing. In such
cases, they would not want to be informed about each of the
AI’s actions, as this could quickly lead to information over-
load, especially in the context of daily routine tasks. Exemplar
tasks were the distribution and verification of user privileges,
and continuous security monitoring.

4.3 Designing Security Expert-AI Interaction
This section outlines the experts’ requirements and prefer-
ences for designing expert-AI interfaces. One way in which

USENIX Association Twentieth Symposium on Usable Privacy and Security    49



experts described AI was a tool they could delegate time-
consuming tasks to. A different, somewhat anthropomor-
phized view that the CSEs described was an AI assistant,
where the AI’s work is primarily supportive and at the request
of the expert. Finally, several experts referred to AI as a co-
pilot that actively thinks along and contributes to their shared
work, as opposed to simply waiting to receive human input in
order to perform tasks. Experts often considered themselves
to be in a supervision role that evaluates, reviews and makes
decisions with the support of AI. It was considered important
for the AI tool to be available to the experts at all times and
to be meaningfully integrated into their existing workflows.
Experts emphasized the importance of seamlessly integrating
AI into their existing processes, workflows, and routines so
that day-to-day work is not complicated through additional
steps. The communication between experts and AI needs to
be appropriate to the situation. Many experts expressed the
desire for communication through natural language. However,
experts disagreed whether this should be through spoken word
or via text. For important purposes, such as alerting, AI should
address the expert proactively, whereas in other cases, experts
wanted to be the ones initiating communication. The experts
also urged that they must be able to integrate the context and
strategy into the joint work when working on difficult cases.
The experts therefore saw themselves in the role of the final
decision-maker.

5 Discussion

In the following, we reflect on the limited deployment of AI
tools in cybersecurity and factors that can enable successful
integration. We discuss trust and its effects on experts’ will-
ingness to collaborate with AI and grant it specific levels of
autonomy, the autonomy characteristics enabling expert-AI
collaboration in cybersecurity. We conclude by highlighting
the contributions of our AI autonomy framework for cyber-
security and provide design recommendations for expert-AI
collaboration in cybersecurity.

Why is there little AI adoption? CSEs expressed wanting
and needing support in various areas of their jobs, includ-
ing generating policies and awareness materials, facilitating
low-stakes communication, supporting compliance with reg-
ulations, as well as monitoring, pattern detection, and even
automated threat responses. Our results show that experts
would appreciate support from AI and are willing to widely
employ it in cybersecurity, but that the use of AI for a majority
of daily tasks is still perceived as hypothetical. Even though
AI tools already exist for most cybersecurity use cases, as
elaborated in subsection 2.1, only one-third of organisations
reported using, or planning the use of AI tools for protecting
their digital assets [46, 92].

One reason for this misalignment could be a mismatch be-

tween the characteristics of the currently available solutions
and the experts’ considerations for deploying AI with a cer-
tain level of autonomy. For example, our findings indicated
that aside from the type of task, trust in AI played an impor-
tant role in deciding on AI autonomy and adoption. As usage
experience was mentioned as a relevant factor for trust in AI
tools, another reason could be a lack of experience with exist-
ing AI tools and a potential hesitance to be among the first to
adopt these tools in a high-stakes environment. The following
sections discuss potential reasons along with implications re-
lated to building trust in AI tools that may ultimately enhance
adoption rates of existing solutions or inform the development
of matching AI tools.

The importance of good experiences and usability. The
limited adoption of AI might also be related to negative expe-
riences. Since experts stated to build trust primarily through
experiences, encountering issues with AI systems can have a
strong dissuading effect. This notion was reinforced by one
expert, who reported a test with an AI tool in their organisa-
tion that turned out negatively, discouraging the expert from
using AI in support of cybersecurity tasks. Other scientific
studies confirm that if people can observe AI mistakes or mal-
functions, the future outcomes of AI are viewed with more
distrust [8], and its adoption becomes unlikely. Usability and
reliability, at least in the early stages, impact the trust devel-
opment with the introduced system [65], emphasizing the
importance of these factors during system design. Also, in
our interviews, experts placed a lot of importance on an initial
familiarisation period. Conflicts during this initial exploratory
phase could lead to an aversion to further, more sophisticated
integration. AI tools, especially when used by domain experts,
such as cybersecurity experts should be designed to be usable
to that user group, and also prove to be reliable. Additionally,
the quality of the AI tool should be carefully evaluated be-
fore deploying it, contributing to the secure integration of AI
tools into an organisation, and at the same time also the trust
building processes between experts and AI.

Building trust with the AI “employee”. While experts
almost unanimously described AI as a tool for their work,
their descriptions of trust-building were closely related and
sometimes even narrated using the example of a subordinate
employee. In line with that, previous research has hypoth-
esized that building trust between humans and AI seems to
mirror processes of human-human relationships [34, 53]. This
unintentional anthropomorphisation of the AI tools could in-
dicate the experts’ desire to relate with the AI tool and impact
the experts’ intention to use AI agents, but not directly in-
duce trust [17, 98]. Experts repeatedly described that they
would build trust in an AI tool by first giving it less important
tasks, at a low level of autonomy, and closely monitoring its
performance. Consistent with previous findings [1], experts
appeared willing to give the system more freedom once the AI
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tool has proven to produce reliable results. Then, they might
deploy a higher level of autonomy and use the AI for more
significant tasks. Observing the trustee’s performance, and
their reliability were found to be correlated with the trustwor-
thiness of a subordinate, and prior research already suggested
that this might also apply to human-machine relations [34].

I should “never trust, and verify”, or should I? Regard-
less of trust-building processes, for many experts trust in AI
was still based on the possibility to oversee its work (see Fig-
ure 1). As experts have a high level of self-confidence and
expertise in the domain where AI would be deployed, they
could rely on their own capabilities to verify and correct AI
results. This “never trust, and verify” principle, as one ex-
pert called it, strongly relies on the human as a final decision
power to validate, verify and modify the AI outcome and to
prevent damage or negative consequences. Especially, with
the high availability of LLMs, the potential of AI to err has
become even more visible to the user through AI hallucina-
tions [6, 78], further increasing their desire to oversee the
outcomes of AI models and validate their correctness. While
manual verification is a good approach to mitigate negative
consequences originating from the use of AI, it can also hin-
der the advantages gained through the collaboration of experts
and AI. If experts always had the final say, AI systems would
not only be inhibited in relieving experts of repetitive tasks
due to requiring manual approval for actions but could even
end up unable to react in real-time in critical situations. Lee
and See [53] already pointed out that people with high self-
confidence and low trust in automation tend to fall back to
manual control more quickly, diminishing the benefits that
AI could provide. To be able to leverage the capabilities of
automation and intelligent systems in cybersecurity, it is there-
fore important that experts trust AI enough to the point where
they do not feel a need to manually validate and verify all
AI actions. Thus, the interaction of autonomy levels and the
factors influencing trust need to be researched further to be
able to design trustworthy and therefore effective AI systems
for cybersecurity.

Influence of AI autonomy: considerations on AI adop-
tion. At this point, we reflect on the experts’ requirements
for cybersecurity and how these relate to the four autonomy
characteristics - adaptability, transparency, determinism, and
openness - introduced by Simmler and Frischknecht [80] (see
Table 2). First, the adaptability of the system was not so
much a requirement for AI in cybersecurity expressed by the
experts, but more so assumed by them to be one of the unique
capabilities of AI as a technology. Transparency proved to be
a relevant aspect influencing trust in AI, as shown in the AI au-
tonomy decision framework in Figure 1. With the term trans-
parency, experts mostly described the need for transparency
and understandability of AI outputs, which is crucial for mak-
ing quick yet well-founded decisions. The need for AI tools

to be transparent arises from the complex and high-stakes
nature of the cybersecurity environment. If discrepancies in
judgment between the experts and AI arise, experts must be
able to understand the factors that led to this discrepancy,
allowing them to assess and correct the collaborative output
based on their expertise. Similarly, Vössing et al. [97] argued
that the ability to correct the output of AI, and exercise control
can build trust. They found that providing explanations on the
AI models’ reasoning for collaborative task solving strength-
ened the cognition-based trust and reduced the discrepancies
between the human mental model and the AI’s embedded de-
cision model, contributing to a successful collaboration [97].
Especially in the cybersecurity context, experts need to addi-
tionally understand the AI’s reasoning to assess AI tools for
potential tampering by malicious actors. Leveraging methods
of explainable AI to provide transparency and information
on the AI’s reasoning therefore is a promising approach to
improve collaboration of experts and AI in cybersecurity.
The need for transparency and sound reasoning in high-stakes
decisions is not only preferred by experts but also a require-
ment by cybersecurity regulations [96], and an important fac-
tor in the EU AI Act for AI tools that humans interact with
[27]. While the primary purpose of AI transparency was to
gain trust, experts also described their need for results they
can justify and comprehend in their responsibility towards
management and legal authorities.
Further, experts need to be able to rely on AI tools that always
react the same way given the same input for some critical
cases, requiring a deterministic system. Such determinism
can additionally increase the experts’ perception of the AI’s
reliability, as it ensures predictability. Reliability additionally
is an important aspect of trust [34], indicating that a semi-
deterministic system could foster trust between experts and
AI.
Many experts expressed worries about the potential to ex-
tract sensitive data if the AI tool was connected to additional
sources or the internet, leading to the desire for transparency
of AI models where they could at least partially quantify this
risk and observe how the model handles, stores and distributes
the data that users put in. An AI tool that could be deployed in
cybersecurity needs to be closed [80] as the experts did not see
the possibility of mitigating such risks otherwise. Crucially,
this is important for even minor tasks like communication or
summarising documents, as regulations and policies prohibit
information from being shared. Therefore, any open system is
not a viable option to enhance an organisation’s cybersecurity,
as the possibilities to tamper with AI models are still not yet
fully understood nor mitigable.
In addition to the ’closed-loop’ factor, it is also important to
consider that feasibility also plays a role in the practical appli-
cation of AI. Despite the digital nature of cybersecurity, most
data still needs to be processed or even digitised in order to be
useful for AI, which can further limit the practical feasibility
for individual use cases. To wrap up our discussion and as a
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final conclusion, we compare our autonomy framework with
existing frameworks in the literature. This should highlight
differences, but also similarities, to show consistency with
other literature on the one hand, but also uniqueness for the
collaboration of cybersecurity experts with AI.

Comparison of autonomy-focused human-AI collabora-
tion frameworks. While Salikutluk et al.’s [75] framework
includes self-confidence as a fundamental factor, this factor is
less relevant to our target population of CSEs, as it will always
be high, and is therefore not represented in our framework.
The effects of task failure and competence comparison are
similar to our framework’s risk and capability fit, respectively.
As Salikutluk et al.’s framework draws from psychology, it in-
cludes theory of mind as an important factor that describes the
understanding and awareness of the capabilities of different
actors. This factor is included in our model through the notion
of transparency, the CSEs’ desire for transparent AI outcomes
and models aligns with the need to understand and be aware of
the other actor’s capabilities [75]. While their model follows
a flat structure, where all factors directly influence autonomy,
our decision framework has two tiers, where the underlying
task and trust factors then influence a risk and benefit trade-
off. This difference might stem from CSEs having a more
transactional view guided by higher-level cost versus reward
considerations. CSEs are frequently exposed to risk-benefit
analysis, and might naturally fall back to similar mechanisms
for assessments of AI tools’ autonomy. Our model is also
not primarily developed under the assumption of a shared
physical workspace setting; therefore, less emphasis is put
on whether a change of human action is required. CSEs did
emphasize the need for suitable integration of AI agents into
their already existing workflows, making the change of human
action undesirable. While both frameworks are established
in different ways, ours through expert interviews imagining
theoretical applications, and theirs with an emulated shared
workspace with a physical AI agent, the similarities highlight
the importance of some factors, shared between modalities.
In particular, the capability fit for a task and the risk posed by
failure seems to be perceived as important by humans when
interacting with an AI system in either scenario. Future re-
search should deepen the understanding of how the interaction
medium and human expertise, and thereby self-confidence,
affect the degree of autonomy afforded to AI systems.

5.1 Limitations & Future Work
Like all research, this study is subject to several limitations.
First, our qualitative approach does not allow for quantifica-
tion of the findings and can thus be viewed as an initial step
towards informing future (quantitative) research on expert-AI
collaboration in cybersecurity. Second, the sample was mostly
male security professionals. This gender imbalance is not de-
sired, but representative of the target group, as women are

underrepresented in cybersecurity [42]. The sample included
mainly experts with strategic and managing tasks. Future
work could extend our high-level insights into cybersecu-
rity professionals on operational levels. Third, we employed
AI-adapted versions of the GAToRS [51] and the Human-
Computer Trust scale [54] to better understand the partici-
pants’ attitudes towards AI. However, it was challenging to
identify meaningful quantitative patterns related to the multi-
faceted qualitative data. Future work could evaluate these
scales for AI-related research in quantitative settings with
larger samples.

5.2 Summary: Recommendations for Expert-
AI Collaboration in Cybersecurity

In sum, AI tools designed for effective collaboration with
CSEs must address the demands of complexity, uncertainty,
and high stakes in the field of cybersecurity. AI tools need
to fulfil the high requirements related to data security and
transparency and enable CSEs to make meaningful disclo-
sures to management and legal authorities. At the same time,
to leverage the complementary capabilities of experts and AI
in cybersecurity, further understanding the effects of varying
degrees of AI autonomy on expert trust is crucial for long-
term adoption and successful collaboration. Therefore, the
tool needs to have the following characteristics:

• the AI output needs to be transparent and understandable
for CSEs, as well as the AI model and its respective
infrastructure,

• the AI tool needs to be designed to accommodate the pro-
cess of building trust allowing for low to high autonomy
levels,

• the AI model needs to be closed to protect the data it
is processing, semi-deterministic to accommodate for
known best practices, but also adaptable to new threats to
accommodate for the quickly evolving threat landscape
of cybersecurity.

Data Availability Statement

Due to the high sensitivity of interviews with regard to the
potential identification of participants through AI tools, the
interview data is not openly available. Detailed sample infor-
mation, the interview guide, codebook, and exemplary quotes
are provided in the article and Appendix. For further infor-
mation or access to the original interview transcripts, please
contact the authors.
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Appendix

Appendix A: Automation/Autonomy Taxonomy
The following tables 3 and 2 detail the levels of automation
and the dimensions of autonomy as described by [80].

Dimension Description
Transparency Degree to which all execution steps between

an input A and an output Be are specified
and transparent

Determinism Degree to which an A always equally leads
to an output B

Adaptability Degree to which a system can learn and
adapt behaviour to changing environments

Openness Degree to which the system can expand its
original input for collaboration and interac-
tion

Table 2: Dimensions of autonomy based on Simmler &
Frischknecht [80].

Level Description Explanation
1 Offers Decision System makes recommendations, opera-

tor selects and decides

2 Executes with
human approval

System makes recommendations and
selects “best” option, operator (dis-
)approves

3 Executes if no
human vetoes

System makes recommendation, selects
“best” option and executes, operator can
correct and veto

4 Executes and
then informs

System makes recommendation, selects
“best” option, executes, and informs op-
erator (passive operator role)

5 Executes fully
automated

System makes recommendation, selects
“best” option and executes without in-
forming (operator not part of process)

Table 3: Levels of automation as described by Simmler &
Frischknecht [80] and based on Endsley [26] and Weyer [99].

Appendix B: Complete Codebook
The complete codebook, including descriptions and examples
for each code, have been published on the ETH Research
Collection and are accessible via the following DOI: https:
//doi.org/10.3929/ethz-b-000674517.

Appendix C: AI-adapted General Attitudes To-
wards Robots Scale (GAToRS) [51]

No. AI-adapted Item description
Personal Level Positive Attitude (P+)
RA1 I can trust persons and organizations related to de-

velopment of AI
RA2 Persons and organizations related to development of

AI will consider the needs, thoughts and feelings of
their users

RA3 I can trust in AI
RA4 I would feel relaxed interacting with an AI
RA5 If AI had emotions, I would be able to befriend them
Personal Level Negative Attitude (P-)
RA6 I would feel uneasy if I was given a job where I had

to use AI
RA7 I fear that an AI would not understand my commands
RA8 AI scares me
RA9 I would feel very nervous just being around an AI
RA10 I don’t want an AI to talk to me
Societal Level Positive Attitude (S+)
RA11 AI is necessary because it can do jobs that are too

hard or too dangerous for people
RA12 AIs can make life easier
RA13 Assigning routine tasks to AIs lets people do more

meaningful tasks
RA14 Dangerous tasks should primarily be given to AI
RA15 AI is a good thing for society because it helps people
Societal Level Negative Attitude (S-)
RA16 AI may make us even lazier
RA17 Widespread use of AI is going to take away jobs

from people
RA18 I am afraid that AI will encourage less interaction

between humans
RA19 AI is one of the areas of technology that needs to be

closely monitored
RA20 Unregulated use of AI can lead to societal upheavals
Criterion Items
C1 Generally speaking, I have a positive view of AI
C2 I have personal experience of using AI
C3 I am interested in scientific discoveries and techno-

logical developments
C4 AI is a familiar topic to me

Table 4: GAToRS by [51] and adapted to the AI use case.

Sub Scale Min Mean Max SD
Personal+ 13.00 19.81 24.00 3.12
Personal- 7.00 12.19 19.00 3.01
Societal+ 18.00 25.15 31.00 3.06
Societal- 11.00 23.19 28.00 4.11

Table 5: Sample scores of the AI-adapted GAToR Scale [51],
n = 27
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Appendix D: Interview guideline
The following section describes the interview guideline con-
sisting of three focus areas: 1) Understanding the job, 2)
Understanding the type or level of human-AI collaboration,
and 3) Understanding the hopes, fears, and emotions.

Focus 1: Understanding the job.
RQ: What tasks do cybersecurity experts need to com-
plete, and which could hypothetically be automated or
complemented by AI?
Preface: Talk about role in general, not considering AI at
this point.

Role description

What is your current role in your organization?
What are your key responsibilities in your role?
Ask if not already mentioned: Which tasks do you need
to do in order to achieve your goal(s) and fulfil your key
responsibilities?

Need for support

For which of the tasks are you lacking resources, e.g., time
or skills?
In case not answered: Which tasks would you like support
from an automation or AI solution for?

Focus 2: Understanding the type or level of human-AI
collaboration.
RQ: What is the expert’s view on the feasibility of inte-
grating AI into their workflow to collaborate?

Reflecting on Human Capabilities

What do you imagine AI is generally good at doing?
Which of the tasks are well suited for AI in the domain of
cybersecurity?

Reflecting on AI Capabilities

What do you imagine AI is generally good at doing?
Which of the tasks are well suited for AI in the domain of
cybersecurity?

Collaboration of Humans and AI

What would the interaction between you as an expert and
the AI be?

Feasibility

We have talked about which tasks are well suited, but for
which would you like to integrate AI and why?
Where would you hesitate to use AI?
What kind of support do you require? E.g., decision-aid
(i.e., information gathering) or automated responses (i.e.,
AI can react to detected threats itself) etc. Why?

Feasibility (continued)

What limitations might arise from AI as a technology?
In practice, what might be other factors limiting or impact-
ing the feasibility of the human-AI collaboration?

Having discussed the tasks and aspects of their feasibility
now, I would like to ask you to sort the tasks into this how-
now-wow matrix (visualized in Figure 2). The tasks and
collaboration ideas you think feasible and find somewhat
desirable should go into now. The tasks and collaboration
ideas you find desirable but are unsure of the feasibility
should go into the how, and ideas that are highly desirable
and at the same time highly feasible, please place into the
wow matrix.

Focus 3: Understanding the hopes, fears, and emotions.
(Former) RQ: Which emotions, hopes, and fears do
expert-AI collaboration trigger in experts, and for which
reasons?

Trust

Could you, as one half of this collaboration, trust the AI?
What do you need to establish and maintain trust in this
technology and the collaboration?
What could cause you to lose trust in AI?

Hopes

What are your hopes considering expert-AI collaboration?

Worries

What are your worries about the integration of AI into
your workflow?

NO.

LOW FEASIBILITY
LOW DESIRABILITY

NOW.

HIGH FEASIBILITY
LOW DESIRABILITY

HOW? 

LOW FEASIBILITY
HIGH DESIRABILITY

WOW!

HIGH FEASIBILITY
HIGH DESIRABILITY

D
ES

IR
A

B
IL

IT
Y

FEASIBILITY

Figure 2: Feasibility-Desirability Matrix
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Appendix E: Detailed Demographics
The following tables detail the expert demographics in terms
of work experience, and the characteristics of the experts’
organizations.

Expert Experience
(Years)

Role Gender

ME1 2 Junior Information Security Officer f
ME2 10 Information Security Officer m
ME3 25 Chief Information Security Officer m
ME4 20 Chief Information Security Officer m
ME5 15 Chief Information Security Officer m
ME6 35 Chief Information Security Officer m
ME7 22 Former Chief Information Security

Officer, now: Founder & Owner
m

ME8 23 Head of Security m
ME9 15 Security Architect m
ME10 5 Head of Security m
OE11 18 Network Security m
ME12 20 Chief Security Officer m
ME13 10 Chief Security Officer m
ME14 25 Chief Information Security Officer m
ME15 25 Chief Information Security Officer m
ME16 20 Information Security Officer m
ME17 15 Chief Information Security Officer m
ME18 14 Chief Information Security Officer m
ME19 4 Chief Information Security Officer m
ME20 13 Chief Information Security Officer m
ME21 15 Chief Information Security Officer m
ME22 12 Chief Information Security Officer

and Data Protection Officer
m

ME23 20 Chief Information Security Officer m
CE24 3 Security Consulting Engineer f
ME25 15 Chief Information Security Officer m
ME26 4 Chief Information Security Officer m
ME27 10 Manager m

Table 6: Expert description by years of experience and role

# employees Count
<50 2

51-200 1

201-500 3

501-1000 3

1001-5000 3

5001-10000 6

>10000 6

Table 7: Experts organisations size, n=24

Industry Count
Banking, Finance and Insurance 6

Consulting 1

Education 1

Health Services 1

IT Services 5

Manufacturing 1

Marketing 1

Media 1

Public Services 3

Telecommunication 1

Transport 2

Utilities 1

Country Count
America 1

Germany 1

Switzerland 22

Table 8: Experts organisations industry and location, n=24

Appendix F: Autonomy Levels and Tasks

LVL Requirements for
Tasks

Task Examples

1 Personal responsibility,
require contextual- or
goal-understanding, or
creativity

Risk management and as-
sessment, policy develop-
ment, solution architecture
development

2 AI capabilities fit,
non-time-critical, po-
tentially far-reaching
consequences

Patching vulnerabilities, iso-
lating infected assets after
incidents, generating con-
tent for trainings

3 Far-reaching and non-
reversible consequences

Storage management

4 Time-critical and re-
versible, consequences
could be mitigated,
maintain situational
awareness

Vulnerability detection, fire-
wall configuration, monitor-
ing network traffic, log-file
analysis, detection of phish-
ing emails

5 Routine and minimal
consequences, avoid in-
formation overload

Distribute and verify user
privileges, simulating phish-
ing emails for training, mal-
ware detection

Table 9: Autonomy Levels with Tasks
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