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Abstract
Threat modeling is a key technique to apply a security by
design mindset, allowing the systematic identification of secu-
rity and privacy threats based on design-level abstractions of
a system. Despite threat modeling being a best practice, there
are few studies analyzing its application in practice. This pa-
per investigates the state of practice on threat modeling in
large Dutch organizations through semi-structured interviews.

Compared to related work, which mainly addresses the
execution of threat modeling activities, our findings reveal
multiple human and organizational factors which significantly
impact the embedding of threat modeling within organiza-
tions. First, while threat modeling is appreciated for its ability
to uncover threats, it is also recognized as an important activ-
ity for raising security awareness among developers. Second,
leveraging developers’ intrinsic motivation is considered more
important than enforcing threat modeling as a compliance re-
quirement. Third, organizations face numerous challenges
related to threat modeling, such as managing the scope, ob-
taining relevant architectural documentation, scaling, and sys-
tematically following up on the results. Organizations can use
these findings to assess their current threat modeling activities,
and help inform decisions to start, extend, or reorient them.
Furthermore, threat modeling facilitators and researchers may
base future efforts on the challenges identified in this study.

1 Introduction

Many security-enhancing activities can be performed during
software development, ranging from training and the secu-
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rity requirements specification over source code analysis to
pentesting and incident response handling [14]. One of these
activities, and the focus of this research, is threat modeling.

Threat modeling is widely promoted as a best practice for
secure software development. For example, it plays a promi-
nent role in Microsoft’s Security Development Lifecycle [14],
OWASP’s Software Assurance Maturity Model [19], NIST’s
Secure Software Development Framework [16], and others.
Moreover, insecure design, for which threat modeling is con-
sidered a key mitigation strategy, appears in the fourth place
in the most recent (2021) edition of the OWASP Top 10 [17].

In the words of the ‘Threat Modeling Manifesto’ [3],
and in alignment with the ‘four questions’ framework of
Shostack [24], “threat modeling is analyzing representations
of a system to highlight concerns about security and pri-
vacy characteristics. [This involves] four key questions: 1)
What are we working on? 2) What can go wrong? 3) What
are we going to do about it? and 4) Did we do a good
enough job?”. Numerous threat modeling approaches exist
(e.g., STRIDE [24], PASTA [35], CVSS [12], attack trees [22]),
as well as several supporting tools (e.g., Microsoft Threat
Modeling Tool [15], IriusRisk [10], pytm [32], OWASP Threat
Dragon [18]) to (partially) automate threat modeling analyses.

Current empirical research (Section 5) mostly focuses on
how threat modeling is applied by practitioners, identifying
best practices and challenges related to specific threat mod-
eling methodologies, tools, and application domains. Few
studies, however, investigate scheduling, stakeholder involve-
ment, frequency, organization introduction, etc, yet such non-
technical aspects affect the overall effectiveness of threat mod-
eling. Through semi-structured interviews with practitioners
from large Dutch organizations in critical sectors that are part
of the target audience of the Dutch National Cyber Security
Center (NCSC, the sponsor of this research), the goal of this re-
search is therefore to provide qualitative insights into the state
of practice on threat modeling, paying particular attention to
the non-technical aspects of threat modeling. The results of
this study can be used by other organizations to assess their
current practices, and help inform decisions to start, extend,
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or reorient existing threat modeling programs.
The remainder of this paper is structured as follows. Sec-

tion 2 explains the research methodology. Section 3 answers
the research questions based on observations from the inter-
views. Section 4 discusses the implications of this study’s
results and the limitations of this study. Section 5 provides an
overview of related work and relates our observations to those
of similar studies. Finally, Section 6 concludes the paper.

2 Methodology

2.1 Goal and scope

The insights in this paper originate from a set of interviews
with practitioners from large, Dutch organizations, conducted
between August 2022 and February 2023. The sponsor of
this research (NCSC) is a government organization that pro-
vides security advice to large organizations in critical sectors,
and the interviewees are employees of those large organiza-
tions. We focus primarily on organizations that have in-house
software development teams, but also include organizations
without such teams yet focusing on Information Technology
(IT) and Operational Technology (OT) infrastructure, as well
as one organization that has an advisory role.

Our assessment of the state of practice addresses four broad
research questions: RQ1: How is threat modeling embedded
in the organization? RQ2: Which organizational roles are
involved in threat modeling activities? RQ3: How is threat
modeling performed within the organization? RQ4: What are
the experiences with threat modeling within the organization?
These research questions were determined in collaboration
with the sponsor, ensuring that the study addressed relevant
and meaningful aspects of the subject matter. However, the
subsequent research was conducted independently, safeguard-
ing the objectivity and impartiality of the findings and con-
clusions. The sponsor was provided with a report of the study
findings [29], on which this paper is based.

The goal of this research is to provide qualitative insights
into the state of practice of threat modeling. Hence, this paper
refrains from using precise numbers or percentages when
discussing observations, as they would give a false impression
of accuracy due to the limited number of interviewees. Future
research may aim for a quantitative characterization of the
state of practice through a larger set of interviewees.

2.2 Study design

The interview guide [28] was constructed based on the re-
search questions (see Section 2.1) and lists the different topics
to discuss during the interviews in the form of questions. The
interviews themselves were performed using the technique
of responsive interviewing [20], allowing the interviewers
to delve into more detail when appropriate. This means that

Table 1: Overview of the organizations
Sector Focus Participants

Energy OT Systems 1
Finance Software development 4
Marine IT Infrastructure 1
Public sector Software development, advice 3
Transport Software development 4

the questions from the interview guide were not asked liter-
ally nor sequentially; interviews took the form of a natural
conversation, merely guided by the topics to discuss.

Ethical approval for this research was obtained from KU
Leuven’s ethical committee1 before potential participants
were contacted. All interviewed participants have signed an
informed consent form. After an interview, each participant
was offered a 20 euro gift voucher for their participation.

2.3 Recruitment process
Given the study’s focus on organizations that are part of the
target audience of the sponsor (NCSC), the sponsor provided
a list of contacts at the relevant organizations to reach out
to. As the goal of our research was to gain insight into the
state of practice, we informed these contacts that potential
interviewees should be directly involved in threat modeling.
All contacts received from the sponsor agreed to an inter-
view and/or provided other contacts within their organization;
we unfortunately have no information on contacts that the
sponsor approached and declined, or their reasons. Potential
participants with the relevant expertise were provided with an
informed consent form [27] and information sheet [26] which
described, among others, the goal of the study, the methods
used, information on voluntary participation and withdrawal,
compensation, potential risks, confidentiality, data processing,
and contact information of the researchers.

In total, 13 participants from 7 organizations agreed to
participate, resulting in 10 interviews (in three interviews,
two participants were interviewed at the same time). Each
organization has thousands of employees, and all participants
have a role dedicated to security. General characteristics of
the participants and organizations are provided in Table 1.

2.4 Data collection process
Two interviews were conducted at the participant’s offices;
the others were conducted online (through a video call). The
interviews were performed by the authors (KY, LS, and SV).
One researcher took the lead during the interview. For early
interviews, other researchers observed and took notes for con-
sistency with later ones. Each interview lasted approximately

1KU Leuven Social and Societal Ethics Committee (SMEC), case ID
G-2021-4578-R2
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one hour, except for joint interviews (approx. 90 minutes).
All interviews were in Dutch, except one (in English).

After a brief introduction and repeating the agreements on
confidentiality and data protection, the remainder of the inter-
view was recorded (using a microphone for on-site interviews,
and the built-in Teams functionality for online interviews).
During or after the interview, some participants also briefly
showed reports of threat models on which they have worked.

Afterwards, the recordings were transcribed using auto-
mated transcription, the results of which were subsequently
checked and corrected using the original recording. Auto-
mated transcription was initially performed using the built-in
functionality of Microsoft Word; for later interviews, a fully
offline implementation of Whisper [8] was used.

The interview transcripts were subsequently anonymized
manually, by replacing or scrubbing all information that would
enable identification of the participant or the organization. All
participants received a copy of the anonymized transcript of
their interview, and had the opportunity to add remarks, pro-
vide corrections, or highlight potentially identifying informa-
tion. Two participants explicitly confirmed that the informa-
tion in the transcript was still accurate; one other participant
clarified changes in the organization that occurred after the in-
terview. All copies of recordings, non-anonymized transcripts,
and notes are destroyed at completion of the research study.

2.5 Analysis procedure
The analysis of the research data involved a systematic cod-
ing process of the anonymized transcripts. To facilitate orga-
nized coding, a software package for qualitative data analysis
(ATLAS.ti) was employed. The coding process used a mix of
bottom-up and top-down codes, allowing themes and patterns
to emerge from the raw data [5]. Initial (top-down) codes
were generated in alignment with the research questions (for
example, related to demographics, process/execution, etc.),
augmented with the researchers’ recollections from reading
through and anonymizing the transcripts. Throughout the cod-
ing process, these codes were complemented with (bottom-up)
codes that capture significant other concepts, ideas, or phrases
relevant to the research questions. After coding, codes with
similar meanings or concepts were grouped into higher-level
codes. The complete codebook can be found online [25].

Based on the coded transcripts, recurring themes and chal-
lenges were identified, for which quotations were collected.
For interviews that were conducted in Dutch, the quotations
used in this paper were translated to English. These quotations
served as evidence to support the findings and conclusions
drawn from the analysis. A single researcher (SV) was in
charge of coding,2 identifying themes among the coded tran-
scripts was done by multiple researchers (KY, LS, and SV).

2While we agree that multiple coders would improve the reliability, this
is not a crucial aspect of a qualitative surveys according to the ACM SIGSOFT
Empirical Standards for Software Engineering [1].

3 Results

This section answers the research questions based on the data
collected through the interviews.

3.1 Embedding of threat modeling activities
The first research question concerns the embedding of threat
modeling in organizations. This is split up into three sub-
questions regarding (1) the definition and perceived benefits,
(2) the organizational motivation, and (3) using the results.

RQ1.1. Why do organizations threat model?

All participants agree that threat modeling is an important
analysis activity in the development process. Participants fre-
quently mention using threat modeling to analyze and map
threats, vulnerabilities, or risks; combined with thinking about
potential countermeasures, although some participants note
the limited support in this regard. Less frequently mentioned
aspects of threat modeling include the importance of consid-
ering particular threat actors (“know your enemy”), explicitly
thinking about key assets (“what do we want to protect?”),
abuse cases (“next to the use cases, to also define abuse cases
[...] and think what could go wrong in the flow”), and the sup-
porting role of threat modeling in subsequent activities such
as pentesting (“it is also an excellent basis for [a pentest]”).

Threat modeling is, however, not always explicitly labeled
or systematically executed, and several participants mention
security practices being performed in their organization which
closely resemble threat modeling without being labeled as
such (“[security practices happen] a lot, but not structurally
and not under the umbrella of threat modeling”).

The main benefits organizations perceive are twofold. First,
threat modeling is employed to gain understanding and insight
into an application’s security concerns (“to develop more se-
cure products”). Second, it is also a useful technique to raise
the overall security awareness of teams (“they learn to think
about threats”), and to give the teams a way to talk about
security (“a way for them to discuss information security in
a practical way within their team”). A third goal mentioned
by one of the participants is to use threat models as a com-
munication tool for security with non-technical people (“so
that [non-IT] people also get a good understanding of how
certain things can occur”).

RQ1.2. How are stakeholders motivated to threat model?

There is a strong focus on promoting threat modeling inter-
nally as a technique for the development teams to apply, rather
than mandating threat modeling through organizational poli-
cies. Awareness measures range from simply mentioning the
technique (“tell them once, let it simmer”) to organizing in-
ternal workshops (“so that people at least understand what
threat modeling is and why we do it”).
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Most participants stress that development teams should
internally recognize the usefulness of threat modeling. This
ensures that the motivation comes from within the team (in-
trinsic motivation) rather than being imposed (extrinsic moti-
vation) (“The initiative to do [threat modeling] should come
from the developers. [...] the moment you start forcing threat
modeling, people naturally lose enthusiasm and do it because
they have to and not because they see the usefulness and ne-
cessity of it.”). In some cases, threat modeling is explicitly
required for certain types of applications (e.g., depending on
the sensitivity or the business impact). In general, however, it
is rarely imposed, as doing so would result in it becoming a
checkbox activity (“once you start having these compliance
requirements [. . . ] they will just not write stuff down anymore.
So, the question is, what is the impact of that going to be?”).

The relevance and usefulness of threat modeling are al-
ready appreciated by teams in several organizations (“threat
modeling is also well received, generally, by the teams”).

RQ1.3. How are the threat modeling results used?

Follow-up is mostly an ad-hoc activity for which the respon-
sibility usually lies with the team itself (with the exception of
some severe issues where the security team actively follows
up). How to monitor and follow up on the results more sys-
tematically is a recurring challenge (“That varies depending
on the team, and also on the priorities of the product owner
[...]”). This will be explored in more detail in Section 3.4.

One activity that does frequently occur is pentesting, which
allows to verify the implementation of mitigations and tends
to resurface issues that were not resolved by the teams. Hav-
ing access to a threat model was mentioned to simplify the
pentest process. There is also an opportunity here for pos-
itive feedback. Analyses that do not uncover any findings
often result in minimal reports, and stakeholders may think
that they waste time and resources without really gaining any
value. The observation that the team properly implemented
the right mitigations is, however, something that can also be
actively communicated to them as positive feedback (“[as a
pentester,] it’s not really accepted yet that you just go back to
a customer, and say, ‘gee, you guys just did a great job’.”).

Summary

While there is no consensus on the definition of threat model-
ing and what these activities specifically entail, all participants
recognize and agree on the importance of threat modeling.
The obvious benefit perceived by participants is the identi-
fication of security threats, as this is the primary reason to
perform threat modeling. An important secondary benefit rec-
ognized by many participants is raising security awareness
among the development teams. Intrinsic motivation of the
development teams to perform such analyses was considered
an important aspect by many participants, stressing the desire

to have the teams want to perform such activities rather than
a mandatory assessment that would be perceived as checkbox
compliance exercise. In some organizations, threat modeling
is required for critical applications. Using the threat modeling
results and especially the more systematic use and follow-up
of the results is more of a challenge for organizations.

3.2 Involved organizational roles
The second research question concerns the involved stakehold-
ers, specifically (1) during threat modeling, (2) introducing
threat modeling, (3) the goal of management and operations,
and (4) the involvement of third parties.

RQ2.1. Who is involved in threat modeling activities?

Promoting threat modeling and making development teams
aware of its benefits is mostly done by dedicated security
teams. In general, the development teams themselves are re-
sponsible to start threat modeling, but the security team may
also suggest or mandate threat modeling, especially for high-
risk applications (as was described in Section 3.1).

The main stakeholders involved in the threat modeling ac-
tivities are the development team, the product owners, and an
architect, supported by a facilitator from the security team.
To a lesser extent, testers, information security officers (ISOs),
and operations are involved. The lesser involvement of these
other roles is usually the consequence of their limited avail-
ability. Two participants mentioned that involving incident
response people can be particularly useful, enabling the ad-
ditional insight into which types of security concerns are
relevant and actively abused in incidents; however, their in-
volvement is rare (“[...] they don’t have the capacity [to attend
threat modeling sessions]”, “we share our threat models with
[incident response] [...] but I think it would be better if they
just join threat model sessions.”).

RQ2.2. How is threat modeling introduced?

For most organizations, threat modeling has been introduced
fairly recently (i.e. in the past 5–6 years) by the security
team. Most people that take up an active role in introducing
threat modeling to an organization had prior experience with
pentesting (“We noticed that information security officers
found it difficult to start up threat modeling activities, and
because pentesters are more involved in the [development]
activities, we noticed that they could do so more easily”).
In general, participants did not mention a specific trigger to
start up threat modeling activities other than having heard
about the technique and its benefits. Structured approaches to
start up threat modeling activities were also not mentioned: in
general, the security team gets familiar with threat modeling
through literature (e.g., Shostack [24]) and gradually learns
to apply existing threat modeling approaches (“we gradually
learned [to threat model] together”).
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One exception is that, in one of the interviewed organiza-
tions, external expertise was consciously attracted to intro-
duce threat modeling into the organization (“I really followed
[hired expert] around for 3 months, almost like a shadow, and
that helped a lot too”), which enabled overcoming organiza-
tional challenges and habits (“[the expert] does not have the
bias of the organization and its processes”).

RQ2.3. What is the role of management and operations?

Information security officers and management positions are
often only involved in the communication of the results. How-
ever, it is often difficult to communicate these results and clar-
ify the usefulness of threat modeling. Being able to demon-
strate a clear business impact and having success stories can
help to communicate the results (“We share successful [threat
modeling] stories from time to time, so that [management]
sees the added value.”). Management positions are rarely in-
volved during threat modeling sessions. Furthermore, follow-
up by management is lacking, and challenging in general
(Section 3.4). Operations, including members of the Secu-
rity Operations Center (SOC), are also rarely involved, except
when applications are bought from third parties and need to be
integrated. In such a case, operations are the main stakeholder.

RQ2.4. Are any external parties involved?

In all interviewed organizations, threat modeling is performed
in-house, with support from the security team. In a single
case, however, external expertise was consciously attracted
to introduce threat modeling into the organization, which
enabled overcoming organizational challenges and habits.

When software is acquired rather than developed in-house,
it may be necessary to involve the provider of the applica-
tion when making a threat model of the integration. Similarly,
when software is hosted externally, the host may need to be
involved in the threat modeling process. Not all third parties,
however, provide equally detailed security documentation
(“Then you depend on, on the one hand, [third parties] being
able to provide information, and on the other hand also the
level of maturity on security of those kinds of companies.”).
Mitigating security threats which require help from the exter-
nal party is therefore mentioned to be challenging.

Summary

The main stakeholders during a threat modeling session are
the development team, the product owner, and an architect,
usually supported by a facilitator from the security team to
provide expertise. Testers, ISOs, and operations are usually
not involved. Management roles are often only involved in the
communication of the results. In many cases, the introduction
of threat modeling was triggered by prior (pentesting) expe-
rience of a security team member. One organization hired

external expertise for this particular purpose, which was well-
received. The security team then further propagates threat
modeling within the organization.

3.3 Threat modeling process

The third research question concerns the threat modeling
process, including (1) the trigger, (2) teaching threat modeling,
(3) inputs and models, (4) threat elicitation, and (5) output
and follow-up.

RQ3.1. When are threat modeling activities triggered?

As described in Section 3.1, while threat modeling may be
mandated for high-risk applications, organizations foster in-
trinsic motivation, and threat modeling activities are therefore
also mostly triggered by development teams that want to inves-
tigate the security of their application. This usually involves
reaching out to the security team for training or support, or
for confirmation or feedback on their threat models.

There is an overwhelming consensus that threat modeling is
a continuous effort and thus requires periodic re-assessments.
Implementations vary from development teams reaching out
for feedback on their models to the security team frequently
checking in with developers to do a re-assessment if necessary.
In practice, such reassessments, and follow-up in general,
depends on the willingness of development teams and the
priorities of the product owner, and overall is challenging.
When prompted about tool support, participants recognize the
opportunity for tooling and automation such as integration
in CI/CD pipelines to trigger reassessments if changes may
introduce new threats, but none of the organizations do so at
the moment, mostly due to the lack of tool support. In general,
threat modeling therefore remains mostly a one-time activity,
and models are infrequently revisited or updated.

The usefulness of early threat modeling is recognized, but
this is in practice not always done. One of the reasons for
this is the backlog of high-risk applications which require
a threat model, leaving less room for the security teams to
support early-stage threat modeling sessions (“[...] we’re ac-
tually catching up now first, which means you’re mostly threat
modeling on applications that are already live”). Even so,
there are several instances were threat modeling was applied
very early in the development lifecycle, in tender processes
and procurement, leading to valuable feedback and concrete
security requirements. For example, in one specific case men-
tioned by participants, threat modeling during procurement
later prevented a specific ransomware attack.

RQ3.2. How is threat modeling taught?

In general, the interviewees indicated that a threat modeling
session usually starts with an introduction to threat modeling,
which varies from a couple of slides (“a few slides, two or
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three, to shortly explain the methodology ”) to more lengthy
ones (“we first gave an introduction of about 40-45 minutes”).

Providing separate learning materials or organizing work-
shops before the actual threat modeling session is also preva-
lent. While generally perceived as useful, participants indicate
that separate learning materials do not suffice to teach teams
to threat model independently (“I don’t see teams picking it
up and doing this completely independently any time soon”),
and teams may not always go through them (“I don’t think
they go through the materials we are sharing with them”).

Besides introducing the methodology and basics of threat
modeling, the following aspects are usually covered during
training. First, teaching teams to think about what can go
wrong was mentioned several times (“worst-case thinking re-
ally needs to be taught”). Second, while teams may be more
comfortable with a well-defined method, several participants
note that the exact methodology in general is of little impor-
tance, and that thinking about security at all is more important
than following strict guidelines (“the most important thing
is to start [threat modeling]. You can’t really do something
wrong”). Third, teams may lack security expertise, so some
examples or prevalent threats may also be illustrated. This
lack of security expertise was also mentioned as the main
reason why teams are not confident to independently start
threat modeling (i.e., without the presence of a facilitator or
security expert), as for example described by “My impression
is also that they are perfectly capable of doing it themselves if
they have seen it once. That last 5% is indeed ‘what do we [as
security experts] see?’. And they can’t do that themselves.”

RQ3.3. What kind of inputs (models) are used?

The first step of a threat modeling session is usually to create
a model of the application or system being analyzed. Overall,
the diagrams created or used in the context of threat modeling
can take various forms, ranging from re-used architectural
documentation to whiteboard diagrams. There is a balance
between diagram quality conventions and the effort for teams
to adhere to them because of the overhead they introduce. As
a result, tool support for creating diagrams is mostly limited to
drawing tools like Threat Dragon [18], but in some cases more
elaborate modeling support like Microsoft’s Threat Modeling
Tool [13] is also used. In terms of model types, data flow dia-
grams (DFD) were most commonly used for software systems.
One exception is the interviewed organization focused on op-
erational technology (OT), which used a map of the network
layout as the primary model.

A broadly recognized benefit of threat modeling is that it
forces the explicit consideration of architectural documen-
tation which can be either non-existent or, more frequently,
outdated. Threat modeling therefore provides an incentive to
revise and update this documentation. In some cases, the se-
curity teams construct initial diagrams to bootstrap the threat
modeling activities, based on the inputs of the development

teams. An important concern for the creation of the diagrams
is the scope of the analysis to ensure a focused discussion.

RQ3.4. How are threats elicited?

STRIDE (a mnemonic for spoofing, tampering, repudiation,
information disclosure, denial of service, and elevation of priv-
ilege, which can be used to guide threat modeling exercises)
is most frequently mentioned as the main driver for threat
elicitation. Threat elicitation is not necessarily performed sys-
tematically (e.g., using the STRIDE threat mapping table as
described in Shostack [24]). Indeed, organizations prefer flex-
ibility, giving development teams freedom in how to do the
analysis. Other approaches such as PASTA [35] are used when
the need arises (“we chose STRIDE at the time mainly because
it’s very easy to explain and very accessible”).

Besides the system model, inputs that are frequently lever-
aged during threat analysis are the ingress points in the sys-
tem, attack vectors, types of adversaries, and attack scenarios
(“[...] which threats, and which attackers do we think are inter-
esting?”). Organizations want to reuse any such organization-
specific knowledge across multiple analysis activities.

Finally, participants perceive the value to be mainly in the
process rather than in the quality of a threat model. That is, it
is more important to do the analysis than to have a detailed
threat model (“Going through the process is perhaps the most
fruitful.”). There are also generally no strict criteria on when
analyses are finished. Usually, sessions end naturally when
no new threats arise or when all elements have been covered.

RQ3.5. How are results reported and tracked over time?

In general, threat modeling results in a report containing the
system model, identified threats, present mitigations and rec-
ommendations to resolve unmitigated threats. In some cases,
richer descriptions are made using attack scenarios. To re-
duce the number of issues to tackle, threats can be prioritized
(“[...] a summary of the relevant risks, at the basis of which
recommendations are made”).

Overall, organizations want to limit the reporting overhead
as writing everything out in textual reports requires substan-
tial effort with limited returns (“writing takes a lot of time,
and I don’t know if it’s always worth the effort.”). In some
cases, presentations of the results are used to limit such over-
head. The execution of the threat modeling process itself is
considered more important than the reporting. While tool
support is considered, linking the findings to business risks
remains a challenge and requires manual effort.

Follow-up is mostly an ad-hoc activity for which the respon-
sibility usually lies with the team itself (with the exception of
some severe issues where the security team actively follows
up). How to monitor and follow up on the results more sys-
tematically is a recurring challenge (“That varies depending
on the team, and also on the priorities of the product owner
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[...]”). This will be explored in more detail in Section 3.4.
While going through the process to create security awareness
is, in some cases, the main goal, some participants expressed a
wish for more frequent and standardized follow-up, but strict
policies may not be favorable and result in compliance-like
checkbox activities.

Summary

Threat modeling sessions are mostly triggered by develop-
ment teams wanting to examine the security of their system
or application. Participants agree that threat models should
be started early on in the development lifecycle and require
periodical reassessments, but this is not common practice as
security teams are currently prioritizing a backlog of high-
risk, operational systems. While dedicated training sessions
are both commonplace and essential for instilling the proper
mindset, enabling a team to independently execute threat mod-
eling can be challenging. Software models used during threat
modeling take various forms ranging from free-form white-
board drawings to structured notations like data flow diagrams.
(Up to date) architectural models are not always available for
re-use, so (re)constructing them becomes an important part
of threat modeling. Concerning the use of models, pragma-
tism prevails over conforming to standardized notations. A
pragmatic use of the STRIDE acronym is the most common
approach for identifying threats during threat modeling. In
this context, taking action and moving forward is considered
more valuable than achieving a perfect threat model or priori-
tization of threats. In most organizations, no strict follow-up
processes for the results of threat modeling are in place.

3.4 Threat modeling experiences
The fourth and final research question concerns experiences
with threat modeling, including (1) positive experiences, (2)
challenges and (3) causes of difficulties.

RQ4.1. What are positive threat modeling experiences?

A major success experience consists of teams becoming in-
creasingly aware of security and the advantages of threat mod-
eling. In some cases, these insights directly prevented concrete
attacks (i.e., ransomware attacks). Furthermore, threat mod-
eling is mentioned to decrease the effort required to develop
pentests. Participants also indicate that teams are starting to
threat model earlier in the development lifecycle, and do so
more periodically, which has a positive impact on the com-
plexity and duration of threat modeling sessions. Threat mod-
eling during the design phase, although not prevalent, was
also indicated to be beneficiary, leading to concrete security
requirements which can be taken into account throughout the
remainder of the development lifecycle. Finally, involving
external parties to introduce teams and organizations to threat
modeling was also indicated to be beneficial.

RQ4.2. What are threat modeling challenges?

Threat modeling challenges described by participants relate
to (1) planning, (2) training materials, (3) modeling, (4) threat
elicitation and prioritization, (5) follow-up, (6) tool support,
(7) involving management, (8) demonstrating effectiveness,
and (9) intra-organizational differences. A comprehensive
overview is provided in what follows.

Planning. Scoping threat modeling activities is crucial to
manage their size and complexity. Starting too early may lead
to an ill-defined scope, starting too late to a too large scope.
Several participants described difficulties finding the right
time to start or revisit a threat model. Furthermore, mitigat-
ing issues, especially design issues, may be difficult or even
impossible when applications are already fully implemented
or deployed (“what can you still do, right?”).

Security teams themselves may also experience difficulties
to plan a session if teams request it close to their deadline
(“Not all teams are aware of our schedule as [the security
team][...]”). A more general challenge is that security teams
simply may not have the resources to provide threat modeling
support to all teams (“we simply don’t have the capacity for
that yet, because we just have so many development teams.”).

Regarding the duration of threat modeling activities, teams
may lose interest if a session takes too long, especially if it
is dominated by one or a few people, or gets too technical,
and teams may be reluctant to start threat modeling a large
system or application due to the amount of time that must be
invested (“You have to keep the focus time short, right? [...]
Otherwise the team gets bored or there’s no time left.”).

In general, participants described that the best way to tackle
planning-related challenges would be to make threat modeling
a part of the default workflow of the teams, as they themselves
know best when threat modeling would be opportune.

Training materials. One participant mentions that creating
worked examples for threat modeling is challenging, both
because it is time-consuming (“they tend to be very time in-
tensive to actually create”), and because teams tend to focus
on the specific material covered in the examples, which may
hinder them from finding other issues (“[...] the only thing
they’re going to be doing is regurgitating the exact same thing
that you told them during the training, at which point, yeah,
you can also just give them a checklist”). Another participant
mentions the lack of real-world experiences on how to intro-
duce threat modeling to an organization (“you rarely hear
about, well, I did it this way, and you need this, and you need
these contacts, and you need to arrange it this way.”).

Modeling. Architectural documentation is seldomly avail-
able or up-to-date (“the documentation we get is almost never
up-to-date”), which hinders the creation of models and di-
agrams (“the fact that we have to spend the beginning of a
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session on getting the model correct, or as correct as possi-
ble is, in my view, a bit of a waste of time”). An underlying
problem is that a single comprehensive overview is usually
not available (“there is no single record, with the truth, not
even on a conceptual level”). Tackling this issue by involving
multiple architects was also mentioned not to be favorable by
one participant, as this may lead to lengthy discussions (“we
prefer to have only the architect who is most involved there.”).

Regarding the types of diagrams used, one participant de-
scribes that data flow diagrams may not be ideal for more
specific and technical types of analyses (“For more the proto-
col related things, for example, this is where it kind of, kind
of breaks down [...] because you really want to look at much
more specific and technical issues.”).

Threat elicitation and prioritization. Participants prefer
to choose a methodology and stick to it to avoid losing time
on discussions (“If you aren’t careful, you will have a lot of
discussions about the form before you actually get started.”).
Specifically for STRIDE, one participant mentioned that it does
not scale well, as even for smaller applications, the amount
of threats may rise rapidly (“as the number of flows in and
out of an application increases, the amount of time you have
to spend on it increases exponentially”). As a result, apply-
ing STRIDE during more agile workflows was indicated to
be cumbersome (“in an agile sprint or something like that,
STRIDE is quite a cumbersome method”).

Regarding risk estimation, it requires both security exper-
tise and domain knowledge, and guidelines on how to do so
are lacking in general (“First, we don’t provide a clear frame-
work, how to do that themselves, and second, even if we had
some way to evaluate the risk, they would still be guessing it,
it’s not going to be accurate enough.”).

Other related challenges include not thinking about the
attacker (“knowing who you’re up against... I notice that a lot
of people don’t talk about that”), approaching a threat model
too much from a pentest point of view, which may lead teams
to get stuck on the details (“[sometimes] we treat the threat
model a little too much as a starting document for our pentest,
rather than a standalone thing”), communication (“Totally
different sides of an organizations are suddenly going to be
collaborating [...] Purely on language alone, you have to be
very careful with that.”), and supply chain management (“[...]
yes, we are fine, but what about our suppliers?”).

Follow-up. In general, systematic follow-up on the outcome
of threat modeling sessions is lacking. Security may not be a
priority of the team or product owner, which may lead to threat
modeling outputs being ignored (“our product owner doesn’t
think that’s exciting enough right now”). This is especially
the case when threat modeling is mandated by some policy
(“they just want a list, and ticked off, and then you’ve done
well”). Participants do agree that this is not due to the lack of
security interest, but rather because teams have limited time

(“It’s not that they don’t want to do security, but they have so
many other things to think about besides security.”).

Following up was mentioned to be difficult for multiple
reasons. First, acting on the threat modeling results may re-
quire the help of external people, for example for externally
hosted applications. In such cases, it may take time to get
this on the agenda of the external entity (“To solve an issue
[with an external host] would involve creating a ticket, and
most likely lengthy email conversations, phone calls, . . . ”).
Furthermore, as mentioned in Section 3.4, threat modeling
sessions are planned late in the development cycle in some
cases, which limits the changes that can be made to an appli-
cation (“[...] and then we find out that there are actually quite
insurmountable problems in the software”).

Participants also described that follow-up is challenging
if it involves other teams or stakeholders within the organi-
zation. For example, there is a risk of interfering with pre-
viously made (design) decisions, potentially taken by other
teams (“[...] they all take separate, siloed actions and don’t
take into account what preceded it, or too late.”). This is es-
pecially relevant when there is a business incentive to deploy
as soon as possible. In such cases, deciding what to do or how
to process the output of a threat modeling session (if at all)
may become tedious and time-consuming (“that generates a
lot of discussion”). Furthermore, even if teams want to take
into account the threat modeling outcomes, interpreting the
results was indicated to be challenging by the majority of the
participants (“It might be a problem with other teams inter-
preting threat models, one team interpreting a threat model
[differently from] another team.”). Standardizing the outputs
may be one way to tackle this challenge, but too much stan-
dardization may deter teams from threat modeling at all (“[...]
then you do get some interchangeability of [threat modeling
results], without immediately killing the whole enthusiasm by
putting it in a straitjacket, because that’s not the goal either.”).
Another challenge related to system models is a lack of dia-
gram conventions, which inhibits the use and interpretation
of threat modeling documents by other teams. Finally, one
participant describes the risk of assuming that other stake-
holders will take care of an issue (“Assuming that another
team does something [... is] more a problem than having the
same circles, squares, arrows and whatnot.”).

Tool support. Tool support (e.g., Microsoft’s Threat Mod-
eling Tool [13] and Threat Dragon [18]) was indicated not
to be user friendly (“I find that it lacks some things in terms
of usability”). Microsoft’s Threat Modeling Tool specifically
was mentioned to require a lot of detailed inputs in order to
get to useful output (“you really have to fill out a lot to get
useful information”; “you also don’t want to tire the team
with all those details, like, what TLS version are you using,
and stuff like that”). Interpreting the output of threat modeling
tools was also indicated to be challenging, mainly because it
requires security expertise (“at the very least you want to pre-
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vent [the teams] from, yes, not having the knowledge and, yes,
then simply disregarding [the output]”). For these reasons,
except to draw simple diagrams, using threat modeling tools
during a session was generally avoided.

One participant mentioned that, to make threat modeling
tools a part of the general workflow of teams, they should
be simplified (“a simple implementation so that teams can
start using it at all”). Another issue mentioned by one of the
participants is that threat modeling tools do not allow to model
business logic well (“it’s not really very easy yet to include
business logic”). Finally, while participants indicated that
integrating threat modeling tools in a CI/CD pipeline could
be beneficial, none of them do so at the moment (“I don’t
see how you could integrate threat modeling specifically into
your CI/CD pipeline.”). One participant described the idea to
automatically create tickets for threats, but due to the number
of threats that are identified by threat modeling tools, this
could also be challenging (“[to] have ten thousand tickets
automatically open... That’s not going to be nice.”).

Involving management. (Risk) management may not al-
ways be aware of the added value of threat modeling, which
makes getting support, time, and resources for threat model-
ing challenging (“Getting resources to do it from the higher-
ups, that always requires work.”). Ideally, according to one
participant, management should not push or mandate threat
modeling, but support teams wanting to do it (“I would hate
to have to push that from a leadership role. [...] But manage-
ment, according to me, does play a role in accepting it, seeing
the added value of it and being able to translate that back to
their stakeholders.”).

Second, involving management during threat modeling ses-
sions could provide useful insights, but is challenging for two
reasons. First, management may not be aware of the benefits
of them being present and may think that threat modeling ses-
sions require a strong technical and/or security background
(“They are very quickly afraid that it really becomes a very
technical session.”). Second, management simply may not
have the time to join threat modeling sessions (“[...] we have
a single ISO right now. [...] Yeah, that’s too few.”).

Finally, management does not follow up on the results of
threats modeling sessions according to several participants
(“that just doesn’t always happen or, at least, not consis-
tently”). Even if management would like to follow up, they
may not always be able to correctly interpret threat modeling
reports, because they are not always involved or familiar with
the context (“You need to be able to interpret a report.”). This
lack of follow-up could result in a lack of oversight across
applications and an organization in general (“that leads to
lack of oversight, where you can miss things”).

Demonstrating effectiveness. Measuring the effectiveness
of threat modeling, and security in general, is indicated to
be challenging (“evaluating whether threat modeling helps

to achieve security is very hard, because you can’t really
measure security”, “it’s an article of faith and we are part
of the threat modeling church”). However, in order to create
awareness and motivate teams to do threat modeling, being
able to communicate its added value may be crucial (“What
is the added value of threat modeling, right? And I think,
making that clear and communicating unambiguously [and]
empirically backed up [...] will be decisive.”). One participant
mentions that the results of a pentest could be a starting point
to evaluate a threat model, for example to identify issues that
were missed during the threat modeling session (“[...] does
the pentest show up stuff that wasn’t in a threat model or
assumption that were incorrect?”). Evaluating the artifacts
created and used during a threat modeling session itself is
also indicated to be challenging (“Looking at the artifacts
themselves [...] that’s also an area that’s still a bit open.”).

Intra-organizational differences. While our interviews
only include one participant with a focus on OT (including for
example industrial control systems), an important source of
difficulties for that participant stems from the inherent (cul-
tural) differences between the IT and OT domain. Mitigating
certain threats or creating more secure systems may involve
enforcing policies (for example related to patching), also on
the OT side, even though IT policies don’t always translate
well to an OT context (“IT organization as I know them are
often quite bold and understand little of the OT, yet they feel
we must comply with their policies.”). Understanding the dif-
ferences between IT and OT, and effective communication
between both sides, is therefore seen as an important but chal-
lenging aspect of security in general (“embrace the fact that
our worlds are different”).

RQ4.3. What are the causes of the experienced challenges?

Challenges concerning motivation, timing, and follow-up are
mainly caused by product owners, information (security) of-
ficers, and other management roles not being aware of the
benefits of threat modeling. A root cause for this is that demon-
strating the effectiveness of threat modeling is challenging.
Teaching teams how to do threat modeling is furthermore
complicated by a lack of a security mindset and knowledge
within the team. Finally, the limited use of software tools for
threat modeling is due to the required effort that outweighs
the perceived benefits.

Summary

Development teams in the interviewed organizations are be-
coming increasingly aware of threat modeling and its advan-
tages, and teams are starting to threat model earlier in the
development lifecycle, and more periodically, which has a
positive effect on the complexity and duration of threat mod-
eling sessions. Other positive threat modeling experiences
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mentioned by participants include the prevention of concrete
attacks, the use of threat modeling results when pentesting,
and involving external parties to help introduce threat model-
ing to an organization.

Threat modeling related challenges faced by organizations
include (1) finding the right time to start a threat model and
finding a time slot that fits all stakeholders, (2) dealing with
the overall lack of security expertise when introducing teams
to threat modeling, (3) overhead during threat modeling ses-
sions related to, among others, the lack of architectural docu-
mentation, discussing and deciding on the methodology, risk
estimation, and long technical discussions, (4) the lack of fol-
low-up, adequate tool support, and management involvement,
(5) demonstrating the effectiveness of threat modeling, and
(6) different (security) cultures between different parts of the
organization, and IT and OT in particular. A lack of (1) threat
modeling awareness at the level of product owners and man-
agement roles, (2) security knowledge among development
teams, and (3) adequate tool support have been mentioned by
organizations as potential causes of these challenges.

4 Discussion

This section discusses the main implications of our observa-
tions for practitioners, potential directions for future research,
and the limitations and threats to validity of our study.

4.1 Advice for practitioners

Based on this study’s findings, the main advice for organiza-
tions is to consider and incentivize thinking about security
in any shape or form, rather than mandating threat modeling
and imposing strict requirements on the methodology. Indeed,
one of the major perceived benefits by participants is that it
increases security awareness among the development teams.
When evaluating their threat modeling practices, it is there-
fore important for organizations to recognize that there is no
one-size-fits-all threat modeling approach that has worked for
every organization, and that even within a single organiza-
tion, different teams or applications may require a different
approach. In this regard, forcing the use of a specific tool
with the hopes of it leading to an efficient and fruitful threat
modeling process should be avoided. Indeed, most of the in-
terviewed organizations tried to use or considered using tool
support to (partially) automate threat analysis, to support the
creation of software models, or for more systematic follow-up,
but adequate tool support seems to be lacking. Especially for
organizations that are yet to start or just introduced activities
related to threat modeling, it seems that successful instan-
tiations of threat modeling spring from giving some space
and flexibility to the development and security teams to see
if, where, and how threat modeling can provide value, and
gradually building upon and expanding this expertise.

In an ideal scenario, threat modeling is done early in the
development lifecycle, as mitigating discovered threats in
large, existing systems that are already operational may not
be straightforward. Furthermore, threat modeling should ide-
ally be repeated when changes are made (e.g., new features,
or changes to the architecture). However, several organiza-
tions have highlighted difficulties with planning and finding
the right time to threat model. Making threat modeling a part
of the default workflow of development teams may allevi-
ate such challenges, yet care must be taken that it does not
become a checkbox activity. The fact that threat modeling
allows gaining and maintaining a mutual understanding of
an application and its architecture can also be promoted to
incentivize teams to periodically apply threat modeling.

Product owners and management roles in general need to
be aware of the potential benefits of threat modeling and al-
low for the necessary time for development teams to learn
and apply this skill. Therefore, besides incentivizing devel-
opment teams, awareness campaigns aimed at management
roles could be fruitful. Such raised awareness may also con-
tribute to better follow-up of threat modeling results which, in
many of the organizations, appears to be limited and ad-hoc.
Besides following up on threat models, actually involving
management roles during threat modeling sessions was indi-
cated by participants to be valuable, yet care must be taken
that such sessions then do not become too technical.

Finally, organizations could use the research questions of
this study as a starting point to evaluate their own threat
modeling practices.

4.2 Directions for future work

The findings of this study reveal potential directions for future
research regarding threat modeling. First, in order to further
convince management roles of the benefits of threat modeling,
the effectiveness and return on investment of threat modeling
could be investigated, be it in terms of finding threats, raising
security awareness (and thus preventing future threats), or
supporting subsequent security activities like pentests.

Second, participants recognize the potential benefit of us-
ing tool support to automatically trigger re-assessments of
threat models when significant changes are made to a system,
but currently available threat modeling tools do not offer such
capabilities. Future research and development efforts could
aim to improve tool support and allow such integration in a
CI/CD pipeline. Furthermore, the usability of threat modeling
tools should be investigated, as participants agree that cur-
rently available tools require too much effort and, as a result,
are not fit to be integrated in agile development processes.

It should, however, be noted that the described usability
issues with current threat modeling tools may not necessarily
be encountered by organizations that have heavily automated
their threat modeling activities, and which may appreciate
more detailed modeling capabilities and outputs. Still, since
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the interviewed organizations utilized little tool support, it
would be interesting to see how threat modeling tools could be
refined to support such organizations, for example by guiding
development teams through a threat modeling session without
the presence of a facilitator of the security team, which was
mentioned to be difficult mostly due to the lack of security
knowledge among developers.

Finally, rather than such ‘user friendly’ tools (and frame-
works in general) not being available, another issue could be
that such tools exist, but practitioners simply do not know
about them, or do not know how to use them. A similar phe-
nomenon was investigated by Canedo et al. [4], who describe
that privacy requirements elicitation tools and techniques used
and studied in literature do not align with the ones used in
practice, partially due to the lack of dissemination and train-
ing materials. Participants in our study also described that
their choice of using STRIDE over other methodologies is
partly due to there being more training materials available for
STRIDE. Therefore, future work could investigate practitioner
needs in terms of training materials, and how novel threat
modeling techniques could be better disseminated.

4.3 Threats to validity

This study is based on only a few organizations (13 par-
ticipants in 7 organizations), where often only one person
from each organization was interviewed. Although this per-
son was always well-placed and had a comprehensive view
on threat modeling in the organization (i.e., a member of the
organization-wide security team), they may not be fully aware
of all threat modeling initiatives.

This study is also subject to several selection biases. First,
it is performed on target organizations of the NCSC, which
typically are large organizations in critical sectors with a ded-
icated security team; software development is not their main
activity. The results are thus not necessarily representative
for other (smaller or commercial) organizations. Furthermore,
regarding self-selection bias, the organizations already imple-
ment some form of threat modeling and are willing to openly
talk about it, and contacts were provided by the sponsor of this
research. Moreover, most of the interviewees are threat mod-
eling ‘advocates’, appreciating its value, and actively pushing
its use. This study does not include (nor encountered) any
organizations that have tried and abandoned threat modeling,
or where no threat modeling program is being developed.

Interviews being the only research method used, there is a
possibility for respondent or social desirability bias (e.g., ide-
alized, or exaggerated versions). Some interviewees showed
threat modeling reports of projects in which they participated
to illustrate what was said, which partially tackles this bias
regarding the findings related to process and outcomes. Fur-
thermore, based on the numerous challenges and negative ex-
periences listed by participants, it is unlikely that an idealized
version was presented. Moreover, with a limited interview

duration of one hour (or 90 minutes if two participants were
interviewed simultaneously) and the use of a responsive in-
terviewing style, not all topics listed in the interview guide
were explored in equal depth in each interview. Potential inter-
viewer bias was reduced by formulating neutral, open-ended
questions in the interview guide.

Finally, this study focuses on activities under the name
of ‘threat modeling’. Other organizations may perform sim-
ilar activities under a different name (e.g., a security design
review, security risk assessment, or the creation of abuser sto-
ries). A broader study that focuses on all design-level security
activities would be needed for a more complete picture.

The main observed success factors (e.g., fostering intrinsic
motivation and pragmatism) and challenges (lack of architec-
tural documentation, follow-up, etc.) are shared by all inter-
viewed organizations. Later interviews revealed no major new
or contradictory observations. While this is not a grounded
theory study, this indicates a certain level of data saturation.
It should be noted that all contacts received from the spon-
sor (or other contacts provided by them) were interviewed,
and that data collected stopped due to the contacts being ex-
hausted, not because data saturation was reached. Still, we are
confident that the observations described in this paper will,
in general, also apply to other large organizations which are
not primarily software development organizations, but have
in-house software development teams, and apply some form
of threat modeling. Further research is needed on the appli-
cations of threat modeling in other types of organizations,
notably those focused on OT, as our study only included one
participant of that sector.

5 Related Work

This section summarizes studies similar to this one, and high-
lights findings which differ from our observations.

Several practitioners have described their experiences and
lessons learned from applying threat modeling within their
organization. For example, Shostack [23] describes the threat
modeling approach used by Microsoft, Ingalsbe et al. [9]
describe their experiences at Ford, and Dhillon [7] elaborates
on threat modeling at EMC Corporation (now Dell EMC).

Additionally, several empirical studies investigated specific
threat modeling techniques. First, Stevens et al. [31] intro-
duced a specific threat modeling framework to New York
City Cyber Command and report the adoption and efficacy
of threat modeling practices. Their participants stated they
perform threat modeling in their daily efforts [31], observing
analogous awareness benefits as observed in our interviews.
Second, Soares Cruzes et al. [30] performed a case study on
the adoption of STRIDE in a company comprising five ag-
ile development projects and identify challenges similar to
the ones observed during our interviews. Third, Bernsmed et
al. [2] bundle the results from four different studies on threat
modeling as applied in agile projects, focused specifically on
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the use of data flow diagrams, STRIDE, and Microsoft’s Threat
Modeling Tool [15]. Related to the overall organization of
threat modeling activities, their observations also include that
developers are the main stakeholders, and that there is a need
for better integration of threat modeling activities in the devel-
opment pipeline. Fourth, Weir et al. [36] propose a design for
so-called security interventions, which are similar to threat
modeling sessions, and evaluate their effectiveness in terms
of increased security engagement from product managers and
the ability for developers to produce threat assessments. Fi-
nally, Trentinaglia et al. [33] describe experiences and lessons
learned through conducting threat modeling workshops with
practitioners in multiple domains.

As already mentioned, the above-mentioned studies [2, 30,
31, 33, 36] consider specific threat modeling approaches, and
mostly focus on the application of the approach. In contrast,
our study is not limited to specific approaches, and considers,
besides the execution of threat modeling activities, organi-
zational and human-centered aspects including motivation,
planning, and stakeholder involvement.

Jamil et al. [11] consider a similar, broad perspective on the
organization of threat modeling activities in practice, specif-
ically for cyber-physical systems, through interviews with
security experts from several different domains. Contrary to
our observations, which mainly relate to IT rather than OT,
they describe that the security team executes threat modeling
activities separately, using input from other stakeholders (e.g.,
developers and architects), and that the developers themselves
are not actively involved during the process. This may be
attributed to IT people not being familiar with the physical
aspects of cyber-physical systems, which Jamil et al. [11]
describe to be difficult, similar to our findings (Section 3.4).
However, if developers are not actively involved during threat
modeling activities, the benefit of increased security aware-
ness among developers, which was observed to be one of the
main goals of threat modeling by our study as well as related
work (e.g., [31, 33]), will not be attained.

A final category of related work is papers which evaluate
the effectiveness of threat modeling techniques through exper-
iments in more controlled settings. For example, Scandariato
et al. [21] summarize the results of several empirical studies
related to threat modeling, including evaluations of STRIDE
with respect to the amount and validity of threats found, and
a comparison between visual and textual approaches, Tuma
et al. [34] evaluate two variants of STRIDE in terms of the
number of high-priority threats identified, and de Gramatica
et al. [6] investigate if the use of catalogs of threats and miti-
gations has an effect on the actual and perceived usefulness
of security risk assessment methods. While participants in
our study indicate that such evaluations could prove useful,
for example to convince management of the benefits of threat
modeling (Section 3.4), they do not investigate the actual
adoption and organization of threat modeling in practice.

6 Conclusion

This paper described the results of a qualitative interview
study into the threat modeling state of practice within 7 large
Dutch organizations. In terms of organizing threat modeling
activities, organizations tend to foster an intrinsic interest in
threat modeling rather than putting strict policies in place.
The goals for threat modeling are to find and mitigate secu-
rity threats, but also to raise the overall security awareness
among developers. Following up on threat modeling results
is indicated to be challenging.

The main stakeholders of threat modeling activities are
the development team, an architect, and a facilitator from the
security team. Testers and operations are usually not involved,
even though their input may be valuable. When software is
acquired and integrated rather than developed in-house, how-
ever, operations are usually the main stakeholder, and input
from vendor may be needed to ensure a secure integration.

In general, a threat modeling session starts with a facilitator
from the security team who provides an introduction of threat
modeling, including an overview of the methodology (usually
based on STRIDE). Then, a model of the system is constructed,
the form of which ranges from whiteboard drawings to struc-
tured notations like data flow diagrams. Constructing a model
may be time-consuming if architectural documentation is
lacking. This model is subsequently analyzed, typically in a
pragmatic manner. After the session, the facilitator creates a
report which is distributed to the stakeholders. Follow-up is
mostly ad-hoc, except when critical issues are identified. In
general, this is a one-time activity, although participants agree
that there should be periodic reassessments.

Positive experiences include the prevention of concrete
attacks (albeit seldomly), and (much more commonly) in-
creased developer security awareness. Challenges relate to,
among others, planning, training, model creation, risk estima-
tion, and follow-up. These are (at least partially) associated
with product owners and management roles not being aware
of the benefits of threat modeling, as well as the security team
lacking the capacity to assist all the development teams.

Organizations can use these results to help inform decisions
to start or extend their threat modeling efforts. Furthermore,
threat modeling facilitators and researchers may base future
efforts on the challenges identified in this study.
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