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Abstract
USB Flash drives are used in high-security contexts when
networks are strongly separated. We conduct a task obser-
vation and interview study (n=14) to investigate problems
users might face when a company deploys flash drive encryp-
tion software that is almost completely invisible to the user.
We find a strong disparity between participants’ knowledge
of the flash drive encryption during the interviews and the
observation of them interacting with it.

1 Introduction

USB Flash drives are, to this day, used in companies to trans-
fer data between devices and machines. This is especially
relevant in high-security environments with strongly sepa-
rated networks.

In this study, we investigate possible pitfalls of enterprise
flash drive encryption software in a high-security corporate
environment that users have to interact with when copying
files to others that do not use the same software. With the
software enabled, files are invisibly (i.e., not visible to the user
and without interaction of the user) encrypted when written
to a removable flash drive, and invisibly decrypted when read
from a flash drive, using a key shared across all authorized
company laptops. This protects company data on lost or stolen
USB flash drives.

Within the usable security research community, it is gener-
ally accepted that security should not get in the user’s way and
be automated where possible (e.g. [1, 4, 6]), however, studies
such as Ruoti et al. [9] have shown, that too much invisibility
can lead to users not noticing that e.g. encryption is even
happening – which we also observed.

Research Goal Our objective was to identify any challenges
end-users may face when utilizing invisible flash drive encryp-
tion software, and gauge their understanding of the limitations
associated with such a system. This led to the following two
research questions:

RQ1: Which problems do end-users encounter when
(unknowingly) using the flash drive encryption?

RQ2: Do the employees know about the limitations im-
posed by the automatic flash drive encryption?

Approach We observed n = 14 participants carrying out
a covert task. During this observation, we asked questions
on why the participants were doing what they were doing –
similar to the concept of contextual inquiry [3]. After the task
observation, we conducted semi-structured interviews.

Findings I) We find a strong disparity between latent and
situation-dependent knowledge of the system within our par-
ticipants. While almost everyone failed the covert task, ev-
eryone knew during the semi-structured interviews how they
would have succeeded in theory.

II) The invisibility of the investigated system’s design is
competing with Nielsen’s first heuristic for usability [8]: “The
design should always keep users informed about what is going
on, through appropriate feedback within a reasonable amount
of time.”

2 Methodology

To inform our user study design, we first conducted a cogni-
tive walkthrough [5] of different tasks a user might face, using
a demo version of the software provided by the manufacturer.
We identified use cases, where the almost entirely invisible en-
cryption tool does require user interaction and user awareness.
This guided our study design, consisting of I) a covert task
observation including a debriefing, and II) a semi-structured
interview.

Recruitment After two rounds of piloting, we worked with
the company’s information security specialist to recruit em-
ployees who had used the interface encryption software. Em-
ployees were asked whether they wanted to participate in
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a voluntary information-security-related study. Only if they
were interested and willing to participate did they receive an
invite. This recruitment yielded 14 participants, distributed
over two locations of the company.

Task Observation We aimed to collect qualitative data
about the usage of flash drive encryption and whether the
participants were aware of it in an everyday setting. To mea-
sure awareness, we could not directly ask the participants to
engage with the encryption software. Thus, we used a covert
approach by artificially constructing a problem and asking
the participant for help: Participants were asked to fill out
a demographics questionnaire on a clearly labeled company
laptop and then share the questionnaire with the researcher via
a USB flash drive. To achieve this, the participants had to re-
member the existence of the encryption software and interact
with it to disable the automatic encryption before copying the
data. Otherwise, the researcher would not be able to read the
transferred data. While the participant tried to copy the ques-
tionnaire, the researcher let the participant explain what they
were doing. This resulted in the participant taking the role of
a teacher while the researcher took the role of an apprentice
wanting to learn how the system works, as intended by Beyer
and Holtzblatt in their definition of contextual inquiry [3].

Interviews After the covert task observation, we debriefed
our participants, explaining the true purpose of the study. The
covert task debriefing was followed by a semi-structured inter-
view to learn about previous experiences with the encryption
software. The interview guide targeted usage patterns and any
difficult encounters the participant had with the encryption
software.

Analysis R1 coded all interviews using the constant com-
parative method [2] using MAXQDA [7].

Ethics We followed the Menlo Report of security re-
search [10] and found the re-identification of the participants
as a significant risk that we needed to address. The research
plan was disclosed to the company’s works council to ensure
that neither the researchers, nor the company could re-identify
the participants and no harm would be caused to the partici-
pants during the study. Additionally, two works council mem-
bers volunteered for the second round of piloting and thus
experienced the study first-hand before everyone agreed to
continue with recruiting. All participants received a consent
form that informed them about their rights. Prior to the task
observation, they were asked for their agreement to indicate
the start of the study. All participants gave their agreement.
While recording the interviews, some participants said that
they would like to state something off the record. We removed
those statements from the analysis.

3 Key Results

3 out of 14 participants mentioned that the copying of the
data would result in encrypted data on the flash drive before
copying the data. The other 11 participants knew after the data
transfer happened and the researcher was unable to open the
files that they must have been encrypted by the software in-
stalled. To transfer the data, a special USB token is necessary
to disable the flash drive encryption before copying the data.
8 participants knew about these tokens but did not own one
themselves. Only team leaders and administrators had tokens
to disable the encryption software temporarily. The process
of getting authorization to disable the software and someone
coming by and temporarily disabling the encryption software
was brought up as very time-consuming, while one participant
reported that they are in need of such token “almost daily”.

Knowing that they need the token is already saving em-
ployees a lot of time compared to copying the data without
remembering the encryption software. Every participant for-
got to disable the encryption at least once in their work life,
while 11 participants had the data intended for someone else.
For three participants, this was also how they learned about
the existence of such software on their company laptops. Sce-
narios in which our participants forgot about the encryption
software ranged from internal data transfers on systems that
were not using the encryption to data intended for a customer
that could not be shared due to the encryption.

During the interviews, participants described when and why
they needed to disable the flash drive encryption. The only
visible clue the encryption software offers is a small indicator
on the file icon of an encrypted file that is only visible if the
view option of (large) file icons within Windows Explorer is
set (see Figure 1), and the encryption software is installed.
Participants reported overlooking this indicator in practice.
When the encryption software is not installed, the file has a
different file extension. This extension was mentioned by one
participant who is always checking on a second computer
(that does not have the encryption software installed) whether
they can open files copied onto flash drives.

4 Discussion

Invisibility removes user interaction, which is desirable when
no interaction is needed. However, invisibility can be harmful
when awareness of restrictions imposed by a security tool is
necessary, especially if they have to be remembered before
carrying out the primary task a user tries to achieve. This
system behaviour competes with the visibility of the current
status of files, similar to the first heuristic of Nielsen [8] that
states that such status should always be made visible. This
was especially apparent after conducting the interviews: Our
participants were able to explain the necessary restrictions the
flash drive encryption imposes when asked directly, which
they did not remember when completing the covert task.
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Appendix

File Icons The encryption-indicating icon shown on top
of the PDF file icon in Figure 1 has been changed to avoid
identification of the encryption software, as the manufacturer
wants to remain anonymous.

Dec Enc
Figure 1: A visualization of the easy-to-miss icon the encryp-
tion is placing on the file icon of an encrypted file (right)
in comparison to a non-encrypted file (left). This additional,
encryption indicating icon is only visible on devices that have
the investigated encryption software installed.
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