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Abstract
Marginalized communities are disproportionately vulnerable
to cybersecurity threats, but are rarely the focus of inquiry
in cybersecurity research. In this paper, we systematically
analyzed recent security, privacy, and cybersecurity publica-
tions to understand the frequency and nature of engagement
with marginalized communities by reviewing papers across
four different professional societies’ venues (ACM, IEEE,
USENIX, and PoPETS) published in the last two years. Of
2,170 papers, we find that only 0.2% (27) of papers engage
with marginalization in any form, with the majority of papers
(22) being observational studies, and only five that included
an intervention to actively support a marginalized commu-
nity. We discuss how cybersecurity research can make strides
towards not only understanding but also actively supporting
marginalized groups.

1 Introduction and Related Work

Marginalized communities are especially vulnerable to cyber-
security attacks because of two factors: (1) reduced access
to technical, socioeconomic, and legal support [8, 10, 31];
and (2) distrust of institutions from prior negative interactions
[6, 29]. Simultaneously, these two factors make marginal-
ized groups less able to recover from attacks such as identity
theft, financial loss, and reputational damage, among others
[23]. Recently, Sannon and Forte [21] analyzed research pub-
lished from 2010 to 2020 to understand how marginalization
is discussed in privacy research (not security) and found that
only 3% of papers included a marginalized context. In our
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work we use the term “marginalization” to refer to systematic,
intentional, or unintentional exclusion or discrimination of
individuals or groups based on: a facet of their identity as it
relates to access to technology or methods for supporting their
security and privacy on digital devices and platforms. For
example, with respect to age, race, nationality, gender, sexual
orientation, socioeconomic status, and geographic location.
Marginalization affects both adults and younger individuals,
and can be extenuated by educational barriers, health dispari-
ties, and social developmental challenges.

In our literature review we shortlisted 2,170 papers pub-
lished in the last two years in relevant scholarly libraries and
security and privacy (S&P) conference venues (discussed be-
low). Engaging with literature on marginalization and exam-
ining this dataset, we derived a novel framework to categorize
each paper to answer two key research questions: RQ1: How
do researchers define “marginalization” in the context of cy-
bersecurity research? and RQ2: What methods are used to
engage with, study, or support marginalized groups?

Our rationale for RQ1 and RQ2 was to understand what
groups are prioritized by the S&P community and how re-
searchers conceptualize and operationalize marginalization.
We additionally wanted to understand what problem areas
researchers seek to address, if researchers are actually engag-
ing with marginalized communities, and what methodological
approaches they use.

In this work we make three contributions. First, we under-
stand how papers published in the last two years consider
marginalization not only in terms of privacy, but also secu-
rity and cybersecurity. Second, we contribute a large-scale
comparative analysis of the methods used across all papers
published in these two years across four different professional
societies’ venues (ACM, IEEE, USENIX, and PoPETs). Third,
we categorize and contextualize papers focused on address-
ing marginalization in cybersecurity research. If researchers
hope to make meaningful strides towards safe and productive
digital spaces, there must be a greater emphasis on under-
standing and designing interventions to support marginalized
communities.

1



2 Methods

Data Collection and Processing. We searched five relevant
libraries/venues that have conferences and journals related
to security, privacy, and cybersecurity: The ACM Digital Li-
brary, SOUPS (Symposium on Usable Privacy and Security),
USENIX (Unix Users Group), PoPETS (Proceedings on Pri-
vacy Enhancing Technologies Symposium), and IEEE (Insti-
tute of Electrical and Electronics Engineers). To ensure that
our dataset contained relevant papers, our search terms were
“privacy”, “security”, “cyber”, and “cybersecurity”, and we
restricted our search to the title and abstract of papers. From
the resulting dataset, we examined papers published in the last
two full years (2022 and 2023). We then created a standard-
ized dataset with the same metadata across all venues. After
removing duplicates we were left with 2,170 papers in our
dataset: 1,705 papers from ACM, 40 from SOUPS, 98 from
USENIX, 100 from PoPETS, and 228 papers from IEEE.

Data Analysis. After we arrived at our definition for
marginalization described in Section 1, two authors coded
a subset of the dataset based on our research questions along
three dimensions: (1) whether or not the paper concerned
marginalized communities (RQ1), (2) methodology used in
the paper (RQ2), and (3) whether or not marginalized com-
munities were supported or studied in the research (RQ2).

To answer RQ2, we coded papers based on its primary
focus and methodology: (1) Theoretical, (2) Empirical, (3)
System/Algorithm Design, and (4) People. Theoretical pa-
pers included those that developed or discussed new con-
ceptual frameworks, theories or models relating to S&P, as
well as literature reviews with findings. Empirical papers
employed quantitative methods, such as experiments or math-
ematical analyses, to collect and analyze data, or qualitative
methods such as observation, focus groups, or content anal-
ysis, to gather and interpret data on S&P. System/Algorithm
Design papers involved the design or development of new sys-
tems, algorithms, or prototypes that were looking to enhance
S&P. People focused papers involved directly interacting with
individuals or groups through methods such as user centered
design, community-based research, and interviews; i.e. the
papers with community engagement and collaboration.

3 Findings

Of 2,170 papers collected, only 27 ( 0.2%) centered marginal-
ized communities. Many of these 27 papers shared four com-
monalities across: (1) communities studied/worked with, (2)
methods used, (3) type of intervention, and (4) results.

Communities Studied/Worked With. For RQ1, the ma-
jority of papers considered marginalization along lines of
(dis)ability and socioeconomic status (SES): nine papers
were about people with physical or learning disabilities
[3, 13, 14, 15, 20, 27, 28, 33, 34] and five papers were about
people from low-SES backgrounds [4, 5, 17, 18, 32]. The re-

maining 13 papers were with/about one or more of the follow-
ing groups: survivors of intimate partner violence [9, 25, 30]
or supporters of survivors [26], women [2, 7], LGBTQ+ peo-
ple [12, 16], immigrants/refugees [1, 16], students that may
have included individuals from marginalized backgrounds
[24], and people in the Global South [22]. None of the 27 pa-
pers solely considered race as an element of marginalization.

Methods Used. For RQ2, we observed that many of the
papers that were about marginalized communities predomi-
nantly used two methods for their research. The first, Data
Analysis papers, were those that utilize statistical tools to
come about solutions, and findings, focusing on the analysis
of large datasets or longitudinal studies [9, 14, 15, 25, 32].
The second, Interviews, were the most common qualitative
research method used at 15 papers. These studies provided a
more in-depth understanding of the specific challenges and
viewpoints of these communities [2, 3, 4, 5, 7, 11, 12, 17, 18,
20, 22, 26, 28, 33, 34].

Type of Intervention. For RQ2, we identified two areas
in which papers that support marginalized communities fall
under: Interventions and Evidence-Based Practices. Interven-
tions refer to when the researchers successfully implement
and evaluate security and privacy measures for marginalized
communities. Several papers in our dataset employed these
interventions [16, 24, 30]. Other papers employed Evidence-
Based Practices that have empirically shown to enhance secu-
rity accessibility for marginalized groups [3, 7, 17].

Results. Most papers detailed the importance of tailoring
cybersecurity to the unique needs of their marginalized com-
munities. Seven papers presented frameworks that proposed
theoretical solutions to support the creation of more accessi-
ble and equitable security systems [4, 14, 16, 17, 19, 27, 28].
Similarly, four papers presented inclusive security designs that
were either synthesized or theorized [1, 7, 24, 30], showcasing
practices and principles that aim to make cybersecurity more
accessible for individuals from marginalized or vulnerable
communities.

4 Discussion and Conclusion

In this short paper, we synthesized a definition of marginal-
ization centered around cybersecurity, introduced a novel
framework to analyze papers, and highlighted methodological
trends in S&P research. Our analysis of 27 papers published
in the last two years across five venues highlights a dearth
of research that actively supports marginalized communities.
We also found a lack of investigation into racial factors and
a tendency for researchers to continue creating frameworks
for further study rather than making contributions themselves.
If researchers hope for equitable social advancement in the
digital world, we must strive to not only understand but also
actively support marginalized communities through close-knit
and long-term collaboration.
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