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Harrison Katz - SRE

● Harrison Katz

● He/Him Pronouns

● Automation Enthusiast

● 5+ Years Kubernetes Experience

● Enjoys Reading and Writing Docs

● hkatz@ngrok.com
I read the docs so 
you don’t have to!

Who is this guy?

mailto:hkatz@ngrok.com
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Overview

● What is a Pod?

● Pod/Container Lifecycles

● How Pods are Deleted

● kubectl delete --flags

● Dynamic Graceful Shutdown
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What is a Pod Anyway?

● API representation stored in etcd

● Managed by kubelet through a 

Container Runtime Interface (CRI)

● Pause container process

● App container process (pid: 1)
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Pod Lifecycle Container Lifecycle
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Pods are mortal: 
they live and 
must die.

● Node Failure (abruptly)

● Liveness probe failure (container restart)

● Eviction (resource contention)

● API Request (graceful)

When are Pods Terminated?

Today
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How Pods are Deleted
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kubectl delete --flags

“Terminating” --grace-period  ⇒  .deletionGracePeriodSeconds

>  -1 ⇒ “use the Pod’s configured value”

>   0 ⇒ “immediately kill the Pod”

>   1 ⇒ “shortest possible graceful delete”

> N+1 ⇒ “use this exact grace period”

 --force  ⇒  skip termination process &&

                       remove Pod from etcd immediately 
Caveats:
● “Terminating” is a fake status
● Only first --grace-period is respected
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Graceful Termination Full Example
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Dynamic Graceful Shutdown

0. Expose envars $POD_NAME and $POD_NAMESPACE via the downward API

1. SIGTERM → poll for .m.deletionTimestamp & .m.deletionGracePeriodSeconds

2. deadline = deletionTimestamp + deletionGracePeriodSeconds - overhead

3. Enter State: isTerminating() -> true

4. os.Exit(0) before deadline expires (SIGKILL)
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Example: Server Status
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Example: Shutdown Handler
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Example: Calculate Deadline
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Example: Drain Active Connections
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Example: Logs (running)
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Example: Logs (SIGTERM handler)
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Example: Logs (shutdown)
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Demo 🤞🤞🤞
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Things to Remember
● “Terminating” is a fake status controlled by .metadata.deletionTimestamp

● --grace-period overrides .spec.terminationGracePeriodSeconds

● --grace-period=1 is the fastest way to gracefully shutdown a Pod

● preStop hooks run before the SIGTERM signal is sent to PID 1

● Please stop serving requests while your Pod is terminating

● os.Exit(0) means success!

● Complete this entire process before kubelet sends a SIGKILL

● Tip your waiters 💸 💸 💸
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● Slides and Demo: github.com/hjkatz/kubernetes-graceful-termination
● Me: hkatz@ngrok.com 

● Kubernetes Pod Lifecycle
      kubernetes.io/docs/concepts/workloads/pods/pod-lifecycle

● Graceful exit mechanism for Pods in Kubernetes
      www.sobyte.net/post/2022-06/k8s-pod-graceful

● PR: The second time a Pod is deleted the grace period does not take effect
      github.com/kubernetes/kubernetes/pull/113883 

● PR Comment: Table of grace period override behaviours
      github.com/kubernetes/kubernetes/issues/115819

● How do you gracefully shut down Pods in kubernetes
      tnext.io/how-do-you-gracefully-shut-down-pods-in-kubernetes-fb19f617cd67 

● Graceful shutdown in kubernetes is not always trivial
      blog.palark.com/graceful-shutdown-in-kubernetes-is-not-always-trivial/ 

Resources and References

https://github.com/hjkatz/kubernetes-graceful-termination
mailto:hkatz@ngrok.com
https://kubernetes.io/docs/concepts/workloads/pods/pod-lifecycle/#pod-termination
https://www.sobyte.net/post/2022-06/k8s-pod-graceful/
https://github.com/kubernetes/kubernetes/pull/113883
https://github.com/kubernetes/kubernetes/issues/115819#issuecomment-1433201330
https://itnext.io/how-do-you-gracefully-shut-down-pods-in-kubernetes-fb19f617cd67
https://blog.palark.com/graceful-shutdown-in-kubernetes-is-not-always-trivial/
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Questions
Comments
Concerns? Slides, Demo 

Resources


