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Hometown is 
the birthplace 

of poutine
* Drummondville, QC

Victoriaville
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I’ve worked on:

BIG refactors
Enterprise Grid™

HHVM
core libraries

👉 (backend) performance load testing 👈
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October 2020

SEV-2

SEV-2

SEV-1
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Our quarterly uptime, assuming 100% for the rest 
of October, will be 99.96%. 

That is the lowest quarterly uptime in over a year.
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• On October 2nd, a new HHVM build was promoted. A subsequent deployment of the Slack 
webapp (run atop HHVM), caused a 4h SEV-1 incident, where we saw an elevated spike in 
500s to our web API. 

• On October 5th, we had a significant decrease in API success rate that lasted over a day 
and a half (39 hours). First, we discovered problems with our memcache cluster, and then 
consul struggling under heavy load. We eventually figured out that the service discovery 
issues were related to a percentage-based roll-out of our service discovery cache. 

• On October 16th, Slack was degraded for all users for ~13 hours. Memcache stopped 
working on many hosts, causing crushing loads on our databases. The root cause was a 
change to mcrouter 8 days prior.
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Nope 🛑 ✋
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“We have established a Change Advisory Board (CAB) that meets nine 
times a week (twice daily in the mornings and afternoons, except Friday 
afternoon) to review proposed changes.  

Changes are submitted in #infra-change-control and we require the 
requestor to manually monitor any approved changes and provide status 
and visibility updates in channel.”
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Who were 
these 

people?
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• Reduce risk associated with memcache, consul, other 
system-critical infrastructure 

• Add automated testing via test kitchen 

• Enable gradual rollouts for a wider breadth of changes

#infrastructure-safety

Maude Lemaire // SRECon Americas ’24 //  of 6217



• Reduce risk associated with memcache, consul, 
and other system-critical infrastructure

LOW MEDIUM HIGH
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• Reduce risk associated with memcache, consul, 
and other system-critical infrastructure

OBSERVABILITY RESILIENCY

ABILITY TO RESCUE BLAST RADIUS OF DEPLOY

READINESS
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• Add automated testing via test kitchen
* Brett & Leigh's Talk
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https://www.youtube.com/watch?v=7O9OkGI2Ju4&ab_channel=USENIX


• Enable gradual rollouts for a wider breadth of 
changes

Maude Lemaire // SRECon Americas ’24 //  of 6221



• Reduce risk associated with memcache, consul, and 
other system-critical infrastructure 

• Add automated testing via test kitchen 

• Enable gradual rollouts for a wider breadth of changes

Maude Lemaire // SRECon Americas ’24 //  of 6222



• Reduce risk associated with memcache, consul, and 
other system-critical infrastructure 

• Add automated testing via test kitchen 

• Enable gradual rollouts for a wider breadth of changes

Maude Lemaire // SRECon Americas ’24 //  of 6223



7 months
📆 📆 📆 📆 📆 📆 📆
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👩💻🧑💻👩💻🧑💻🧑💻
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chef-repo

Distinct contributor count  
(June 2020– June 2021)

Distinct contributor count  
(Month preceding slush)

Total PR count 
(Month preceding slush)

335

170

2,473
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webapp

744

407

6,944
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¯\_(ツ)_/¯
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March 16, 2021
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• Accountability 
• Understand the 

risk profile of 
changes being 
merged

• Velocity 
• Independence

Management 🤠 Engineers 😎Everyone ✨
• Trust 
• Reliability 
• Time ⏰
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Management 🤠 Engineers 😎
False 

Dichotomy



Management 🤠 Engineers 😎
We can only* release safe, reliable code if 
it’s properly vetted and approved by domain 
experts and engineering leadership.  
 
*At the very least, until we have the necessary safety 
mechanisms in place, including better monitoring, unit 
testing, greater ability to deploy incrementally, etc. 

Engineering velocity should 
be prioritized to ensure safety 
and reliability.  
* If we slow down development, and most importantly, 
deployments, then our muscles around quick iteration will 
atrophy, and we’ll ultimately end up with a less reliable 
product because we won’t be able to fix problems quickly.



Isn’t CAB essentially just … really good code review?
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What makes good code review?
#24amer-day2-track1
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Why don’t you build it?
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9 PRs



Beginner’s Mind 🧠
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Social Capital 💰
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CAB Deputies
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CAB Deputies

• Build code review training accessible to all committers of 
chef-repo. 

• Create an assessment to test engineers’ CAB review skills. 

• Teach and onboard progressively larger groups of 
engineers.
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• Velocity 
• Independence

Engineers 😎

Everyone ✨
• Trust 
• Reliability 
• Time ⏰

• Distribute the load! At least 2 deputies per 
team (product area) distributed regionally 
(optimal turnaround for PR review). 

• Reinforce engineers’ understanding of 
chef-repo shenanigans. 

• Bring a renewed curiosity to code review.
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Everyone ✨
• Trust 
• Reliability 
• Time ⏰

• Accountability 
• Understand the risk 

profile of changes 
being merged

Management 🤠

• Free up engineering management 
time! 

• Deliver accurate aggregate data on 
the kinds of PRs merged, and timely 
insights into the kinds of incidents 
rooted in a chef-repo PR. 

• Bring a renewed accountability to 
code review.



Training
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CAB seeks to address the following concerns and questions: 

• Blast Radius: Can the blast radius of this deploy be reduced? 
Likely through a percentage based roll out. 

• Testability: With what degree of fidelity was this change tested? 

• Observability: What metrics and dashboards will you be 
watching when this rolls out? 

• Rescue Plan: Is there a rollback PR and plan? Can we feature 
flag (FF) the change?

Training
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Training
• Chef & chef-repo architecture refresh 

• How to determine risk level and blast radius 

• Logistics (i.e. how to properly tag and approve a PR) 

• Example PRs (with corresponding risk and blast radius 
profiles) 

• Example questions to ask code author in the PR 

• Quiz!
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HIGH BLAST RADIUS

LOW BLAST RADIUS

LOW RISK

HIGH RISK
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What makes good code review?
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What makes good code review?
* Glen’s take
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https://medium.com/@9len/on-code-review-16ea85f7c585
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Questions
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QUIZ
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HIGH BLAST RADIUS

LOW BLAST RADIUS

LOW RISK

HIGH RISK
QUIZ
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Logistics
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Logistics



Logistics
• Accountability 
• Understand the risk 

profile of changes 
being merged

Management 🤠

• Weekly review (GH tags), incidents, 
emergency merges, Code Climate 
velocity data, etc. 

• Periodically invite folks to talk through 
CAB-approved changes that were later 
linked to incidents
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Logistics Management 🤠
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Logistics Management 🤠
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Rollout
• Held multiple live trainings across multiple time zones, 

starting mid-April 2021.  

• We first trained non-CAB approver chef experts. 
Incorporated feedback on the training process. 

• Within a month, we’d trained > 20 engineers (tripling the 
number of CAB approvers) across nearly all 
infrastructure teams operating in chef-repo regularly.
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Six 
weeks 
later



… and just a few months later

• After 2 months, in July, we dropped the weekly metrics 
sync, moving to once a month. 

• After another 2 months, in September, we dropped the 
meeting entirely. 

• We’d also made significant progress on the goals set in 
#infrastructure-safety!
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Today

📓 234 quiz submissions 
✅ 220 deputies 

… and growing!

CAB Deputies
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chef-repo

Distinct contributor count  
(Feb 2024 – March 2024)

Total PR count 
(Feb 2024 – March 2024)

209

2,508
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Merci 👋

You can find me most 
places on the internet as 

@qcmaude


