
AppStack
An Open Source Cloud Native Platform 

for Running Digital Public Services
Dimitris Mitropoulos, Alex Kiousis

National Infrastructures for Research and Technology

dimitro@grnet.gr, alexkiousis@grnet.gr



Roadmap

1. GRNET Scope
2. Operating digital public services: challenges
3. AppStack
4. Tackling problems with different OSS components
5. Experiences from production



GRNET – National 
Infrastructures for Research 

and Technology

the Greek National Research and Education Network (NREN) established in 1998. 
A specialized Internet service provider dedicated to support the needs of the 

research and education communities within a country



Scope
GRNET provides:

● Internet connectivity
● cloud computing
● high-performance computing
● advanced services

to the Greek academic and research community and to agencies of the public 
sector



connecting >150 
universities, 
research centers, 
and more

10Κ km optical fiber340 PoPs

50 cities

thousands 
of users

10Gbps per 
organization



● 6 DCs
● >120 racks
● >2K servers
● >12K VMs



(up until 2019)

Copernicus BDR HARMONI Eudoxus Apella ~okeanos ~okeanos-global 
~okeanos-knossos Diavlos Zeus Delos365 AcademicID HIDM ViMa Argo DNS 
Mail AaaS parltv Firewall-On-Demand Eduroam Phabricator Phabricator JIRA 
Piwik Wordpress Limesurvey Sympa Confluence Massmail TravelExpenses 
SecureNotes XMPP Chat Webdns4 Nextcloud OpenVPN LDAP FTP SnipeIT 
Netbox Syslog RADIUS Mon IDP Jenkins Puppet FAI Icinga Prometheus 
Elasticsearch Grafana Bacula PostgreSQL MariaDB Atlas GR-IX HPC-ARIS



gov.gr: portal and services

(summer ‘19)







challenges?



faster development and deployment cycles

public perception and reputation

scalability and resiliency 

security



AppStack
a unified computing environment for gov.gr services

currently hosting:
dilosi, gov.gr, edupass, DGC, EIDAS, firstreg, gov wallet, auth, vouchers and more



Goals
Embrace new technologies:

- Containers
- CI/CD
- Self-service tools

Gain:

- Faster, hands-free deployments
- Proper service overview
- Fast scaling of resources



Decisions - I
Define an internal platform that the SRE team runs and developers and 
service operators can use to efficiently run services

Invest in a self-hosted Kubernetes setup as the basis for all service workloads



Decisions - II
Trust open source tools and our own experience to compose an agile and 
configurable solution for our needs



Decisions - III
Keep using what worked already (VM infrastructure, Puppet, backups,)

Keep databases and other stafefull components outside of Kubernetes

Utilise our existing hardware infrastructure to provide the base for the platform



Service Overview



Infrastructure 
Overview



● BGP IP announcement (BIRD)
● TCP load balancing (HAProxy)
● Kubernetes nodeport for ingress-nginx 

service



● Multiple clusters that support different groupings of 
services 

● Also different clusters for different environments of 
the same service

● Each cluster has a series of infrastructure  
components that supports the services running on 
the clusters



● Postgresql cluster (1 leader, multiple replicas )
● Repmgr as cluster management tool
● Pgbouncer acts as as a lightweight connection pool





● Use the well-established WAFl (WAF), modsecurity, supported in ingress-nginx
● Utilise the OWASP (Open Web Application Security Project) Core Rule Set
● Library for including for a service-specific rule set
● Custom log shipping component to create service oriented dashboards





~300Μ transactions
~8,5Μ citizens

20Κ r/s
~6500 doc/min
~100 docs/sec



10 days with the highest traffic during COVID-19



Aggregate number of the different transaction types launched throughout the years using AppStack





our architecture allows for multiple deployments per day, even with thousands of users connected











Moving forward

● Work on disaster recovery solutions
○ Replicate data and applications across multiple cloud offerings and on-premises environments

● Managing container image vulnerabilities
○ The platform already enables the periodic scanning of container images via open-source 

scanners (e.g. Trivy) to identify and address vulnerabilities in images early in the development 
lifecycle

● Dive deeper into monitoring
○ SLOs, Observability, etc





thank you!


