
This paper is included in the Proceedings of the 
33rd USENIX Security Symposium.
August 14–16, 2024 • Philadelphia, PA, USA

978-1-939133-44-1

Open access to the Proceedings of the 
33rd USENIX Security Symposium 

is sponsored by USENIX.

A Linear Reconstruction Approach for Attribute 
Inference Attacks against Synthetic Data

Meenatchi Sundaram Muthu Selva Annamalai, University College London; 
Andrea Gadotti and Luc Rocher, University of Oxford

https://www.usenix.org/conference/usenixsecurity24/presentation/annamalai-linear



A Linear Reconstruction Approach for Attribute Inference Attacks against
Synthetic Data∗

Meenatchi Sundaram Muthu Selva Annamalai
University College London

Andrea Gadotti
University of Oxford

Luc Rocher
University of Oxford

Abstract
Recent advances in synthetic data generation (SDG) have
been hailed as a solution to the difficult problem of sharing
sensitive data while protecting privacy. SDG aims to learn
statistical properties of real data in order to generate “artificial”
data that are structurally and statistically similar to sensitive
data. However, prior research suggests that inference attacks
on synthetic data can undermine privacy, but only for specific
outlier records.

In this work, we introduce a new attribute inference attack
against synthetic data. The attack is based on linear recon-
struction methods for aggregate statistics, which target all
records in the dataset, not only outliers. We evaluate our
attack on state-of-the-art SDG algorithms, including Proba-
bilistic Graphical Models, Generative Adversarial Networks,
and recent differentially private SDG mechanisms. By defin-
ing a formal privacy game, we show that our attack can be
highly accurate even on arbitrary records, and that this is
the result of individual information leakage (as opposed to
population-level inference).

We then systematically evaluate the tradeoff between pro-
tecting privacy and preserving statistical utility. Our findings
suggest that current SDG methods cannot consistently pro-
vide sufficient privacy protection against inference attacks
while retaining reasonable utility. The best method evaluated,
a differentially private SDG mechanism, can provide both
protection against inference attacks and reasonable utility, but
only in very specific settings. Lastly, we show that releasing
a larger number of synthetic records can improve utility but
at the cost of making attacks far more effective.

1 Introduction

Modern scientific research benefits from large datasets of per-
sonal data, facilitated by data sharing between organizations.
In the past decade, data breaches, privacy threats, and lost pub-
lic trust have challenged access to data, putting reproducibil-
∗An extended version of this paper can be found here.

ity and open data efforts at risk. Data anonymization—the
process of sanitizing data so that individuals are no longer
identifiable—is one of the main ways to share data while min-
imizing privacy risks for data subjects. However, a large body
of research has shown that traditional anonymization tech-
niques are generally inadequate and do not provide a good
tradeoff between privacy and statistical utility for modern
data [50, 57].

Synthetic data generation (SDG) has emerged as a potential
solution to provide both high utility and privacy protection.
This approach relies on algorithms that learn the underlying
distribution of the data, to then generate structurally and sta-
tistically similar data. The resulting synthetic data may not
contain any original record, yet can be seamlessly integrated
into analysis pipelines at little to no cost. One of the main use
cases of synthetic data is in tabular data publishing, with the
US National Institute of Standards and Technology (NIST)
suggesting that synthetic data can “serve as a practical re-
placement of the original sensitive data” [47]. The UK Royal
Society further argued that it “retain(s) the statistical proper-
ties of the original dataset” such that “the anonymity of the
original dataset is not compromised” [61].

Despite these positive early evaluations, the fact that syn-
thetic records are “artificial” does not, per se, guarantee that
the privacy of all individuals in the original dataset are pro-
tected. In the past few years, the privacy guarantees provided
by generative models and synthetic data have come under
heightened scrutiny [10, 11, 28–31, 51, 62, 70]. For instance,
having full access to the internal parameters of the trained
generative model allows adversaries to run powerful attacks
against high-dimensional synthetic data [10, 11, 29, 30]. How-
ever, this adversarial model, referred to as the white-box set-
ting, is often unrealistic as the trained model is typically not
shared in the context of synthetic data [61, 74].

In the black-box1 setting, where the adversary has exact

1We note that black-box is used also with a slightly different meaning in
the context of attacks against machine learning models [45]. However, in the
context of synthetic data, this taxonomy [31] is more suited as it reflects the
way synthetic data is generated and released in practice.
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knowledge on the specifications of the SDG algorithm along
with some auxiliary knowledge, Stadler et al. [62] propose a
membership inference attack (with an adversary attempting to
predict presence in the training dataset), adapting the shadow
modelling technique from Shokri et al. [60]. They show that
information leakage can in fact be exploited without directly
relying on overt memorization by the generative model, but
only for specific outlier records.

In the most restrictive scenario where the adversary has no
knowledge of the SDG algorithm (no-box setting), while prior
work has proposed attacks, they have limited effectiveness
in practice. Against generative models that memorize and
output training data, Chen et al. suggested a simple heuristic
attack—searching for the closest synthetic record to a victim’s
record [11]. However, their attack has limited effectiveness in
the context of synthetic tabular data [31]. Stadler et al. pro-
posed a second attack that uses machine learning to infer the
secret attribute of a target record (attribute inference attack).
However, in their experiments, the adversary can precisely in-
fer the target record’s sensitive attribute even when the target
record is not present in the original dataset. This means that
the attack may, in principle, be exploiting population-level as-
sociations, making it difficult to assess whether synthetic data
actually “remembers” information about the original records
(nor, arguably, on whether the SDG mechanism protects pri-
vacy [7]). This issue has been referred to as the base rate
problem by Houssiau et al. [31].

Contributions. Here, we study the privacy leakage from
synthetic tabular data in the no-box setting. To that end, we
introduce a new attribute inference game with a partially
informed adversary who has access to two datasets: the syn-
thetic dataset and the ‘quasi-identifiers’ of the records from
the original dataset (i.e. all the attributes except the one that is
to be inferred). Under our privacy game, the adversary tries to
infer the randomized secret attribute of a given record. This
solves the base rate problem mentioned above and enables us
to evaluate information leakage about individual users. Our
main contributions are as follows:

1. We propose a new attribute inference attack on synthetic
data that leverages overly-accurate aggregate statistics
computed on the synthetic data. Specifically, our attack
does not directly rely on overfitting or overt memoriza-
tion by the generative model. Instead, the attack is based
on linear reconstruction attacks [13, 36], which aims to
reconstruct the whole dataset (or column) without target-
ing specific users or outliers.

2. We show that many users can in fact be vulnerable to
attribute inference attacks against synthetic data, not
just outliers. Specifically, our attack can infer a target
record’s secret attribute with up to 94.8% probability,
compared to a random baseline of 50%. Our attack can

increase accuracy by up to 9.6 percentage points com-
pared to prior attacks, when evaluated on our privacy
game. This shows that simple heuristics, such as the dis-
tance to closest synthetic record, can underestimate the
privacy risks of synthetic data.

3. We provide a quantitative framework to evaluate privacy-
utility tradeoffs of synthetic data. In particular, we show
that, for the same trained SDG model, releasing a larger
number of synthetic records can result in better utility but
worse privacy. To the best of our knowledge, the impact
of synthetic data size has not been studied for privacy,
and has been mentioned only marginally for utility [3].
This has important practical implications, suggesting that
empirical evaluations on small benchmark datasets can
strongly underestimate privacy risk if larger synthetic
datasets are then released.

4. We find that synthetic data, on its own, can hardly pro-
vide both good utility and good privacy protections—not
only for outliers but even for arbitrary records. As an
example, in our empirical evaluations, none of the state-
of-the-art SDG algorithms could provide both accurate
observations with a mean relative error below 0.20 and
attack accuracy below 60%.

5. Lastly, we investigate the effect of formal differentially
private (DP) defenses on synthetic data generation. We
show that, in specific cases, recent DP mechanisms can
offer good privacy-utility tradeoffs in practice, at the cost
of weak formal guarantees.

2 Related Work

Since the first membership inference attack (MIA) against
machine learning models was proposed by Shokri et al. [60],
a long line of work has investigated MIAs against generative
models. The models under study include large language mod-
els [10], generative adversarial networks [11,29,30], diffusion
models [75], and variational autoencoders [30]. These prior
work have focused both on the white-box setting (where an
adversary has full access to the trained model) and on the
black-box setting (where an adversary has exact knowledge
of the specifications of the generative model). However, in
the context of synthetic data, the underlying generative model
is typically not shared and the adversary only has access to
the generated synthetic dataset [61,74]. Therefore, these prior
attacks propose strong adversarial models that may be unreal-
istic in practice. Here, we instead focus on the no-box setting:
the adversary has access to the anonymised synthetic dataset
but no information about the underlying generative model
or even the specifications of the synthetic data generation
algorithm [31].

Early work on attacks against synthetic data have pro-
posed simple heuristics, with the intuition that synthetic
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datasets might violate privacy if they overtly memorize and
output the training data. In such cases, records in the original
dataset would appear as-is or with small differences in the
synthetic dataset. To quantify privacy leakages, researchers
have suggested to compute the distance to closest synthetic
record [30, 41], which we refer to as the DCR heuristic.
By introducing artificial privacy leakage, Giomi et al. sug-
gest that the DCR heuristic works best when the generative
model overtly memorizes training data by generating syn-
thetic records that are very close to or almost the same as
records in the training data [28]. However, information can
leak in many more complex ways than direct memorization
as has been previously shown for other types of analyses
such as aggregate statistics [18, 53, 54] and machine learn-
ing [9, 29, 71].

In the context of synthetic data, Stadler et al. [62] were
the first to show that individual-level information can in fact
be leaked from synthetic data beyond simple heuristics. In
their membership inference attack, Stadler et al. follow the
shadow modelling approach of Shokri et al. and show that 4
out of 5 outlier records tested were vulnerable to membership
inference attacks. However, even amongst the outlier records,
1 out of 5 achieved close to perfect privacy protections. Addi-
tionally, under their framework, all 5 randomly chosen records
achieve close to perfect privacy protections which suggests
that there is little to no privacy leakage for the average user
from synthetic data. While attacks against a small minority
of users can be useful to measure theoretical risks, they may
not be necessarily relevant in practice especially if the ad-
versary does not have a precise way to recognize vulnerable
users [12, 25].

On the other hand, attribute inference attacks are an un-
derstudied area of research in the context of synthetic data.
Stadler et al. additionally propose an attribute inference at-
tack where the adversary trains a machine learning classifier
on the synthetic data to predict the secret attribute. The ad-
versary then uses this classifier to infer the secret attribute
for the target record. However under their privacy game, the
adversary could infer the target record’s sensitive attribute
even if the target record was not in the original dataset thus
making it hard to determine if enough information pertaining
to a specific target record was present in the synthetic data.
Therefore, whether synthetic data are vulnerable to attribute
inference attacks remains an open question.

3 Preliminaries

Datasets. A dataset, D, is a multiset of n records from
a domain with d discrete attributes X = X1× ...×Xd . For
simplicity, we assume that the domain of each attribute, Xi,
is finite so that each attribute is discrete2. D can be seen as

2In the context of synthetic data, this assumption is often true in practice,
as continuous attributes are often discretized before the generative model is
trained [3, 43, 73].

a matrix of n records and d attributes, and we write D as
D = {X |y}, where X is the first d−1 columns and y is the
last column. In the next section, we will consider, without loss
of generality, the d-th attribute as the secret that the adversary
tries to infer.

Following prior work in the area of linear reconstruction
attacks [13, 20, 22], we assume for simplicity that the secret
attribute is binary i.e. Xd = {0,1} and y ∈ {0,1}n.

Synthetic data generation. A synthetic data generation
(SDG) algorithm is any algorithm (deterministic or random-
ized) that takes as input an original dataset D and outputs
a synthetic dataset S ∼ SDG(D,m). We denote by m the
number of generated records, called synthetic data size. We
consider only SDG algorithms where original (D) and syn-
thetic (S ) records are from the same domain X .

In practice, most SDG algorithms work by training a gen-
erative model G on the original dataset D . The trained model
G(D) can be modelled as a stochastic function that gener-
ates synthetic data records. As we are not concerned with
attacking the underlying generative model in this work, we
abstract out these details and consider any SDG algorithm as
a function that outputs records from the domain X .

Marginal queries. Marginal queries, also called cross tab-
ulations, are one of the most important and useful statistics
computed on tabular datasets [47]. Informally, they take the
form “what fraction of people in the dataset are married, em-
ployed and have a college degree?” and encode associations
in the dataset. Formally, a k-way marginal query is defined as
follows:

Definition 3.1 (k-way marginal query). Given a dataset
D over a data domain with d attributes, X = X1× ...Xd , a
k-way marginal query is defined by a subset of attributes
A ⊆ {1,2, ...,d}, |A| = k and corresponding values for each
of the attributes v ∈ ∏i∈A Xi. Given the pair (A,v), define
X (A,v) = {x ∈ X : xi = vi ∀i ∈ A}. The corresponding k-way
marginal query is then defined as follows where 1 is the
indicator function that maps elements of the set to 1 and the
rest to 0:

QA,v(D) =
1
|D| ∑

x∈D
1(x ∈ X (A,v))

4 Attribute Inference Attacks

Successful attribute inference attacks have been considered as
an important privacy risk in machine learning [24] and data
publishing [38]. However, in recent years, the validity of some
attribute inference attacks in the literature has come into ques-
tion [7, 31, 34]. In order to mitigate these concerns, we first
formalize attribute inference in a new privacy game. There-
after, we introduce a new attribute inference attack against
synthetic data under our privacy game.
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4.1 Attribute Inference Privacy Game

Threat model. Before formalizing the attribute inference
attack model as a game, we provide an intuitive description.
We consider an original dataset D = {X |y} and a target user u
that is known to belong to the original dataset. We assume that
the adversary has access to the target’s partial record xu ∈ X ,
and aims to infer the value of the target’s secret attribute
yu. Our threat model follows the no-box setting [31]: the
adversary has access only to the synthetic dataset S and no
other information on the synthetic data generation procedure.

While previous work [11, 29, 62] often assumes that the
adversary has access to a reference dataset (typically sampled
from the same distribution as the target dataset), we do not
make such assumption. Instead, we assume that the adversary
is partially informed: the adversary has access to X (the ad-
versary’s auxiliary information), but not to the secret attribute
values y. We call X the matrix of quasi-identifiers, repre-
senting information that may be publicly available through
additional data releases. Table 1 provides a summary of the
notation and the adversary’s knowledge. We motivate the use
of this threat model in Section 7.4.

In this setting, an SDG algorithm protects against attribute
inference if the synthetic dataset S does not leak any informa-
tion about the secret attribute values y.

We now provide the formal description of the game:

Attribute Inference Privacy Game.

• Step 1. Challenger samples original dataset D =
{X |y} with n records.

• Step 2. Challenger selects a random target record u
such that its quasi-identifiers xu are unique in X .

• Step 3. The Challenger then randomizes its secret
attribute to create the target dataset. That is, D ′ =
{X |y′} such that y′i = yi ∀i ∈ [n], i ̸= u and y′u ←
{0,1} uniformly at random.

• Step 4. Challenger generates synthetic dataset S with
m records based on the target dataset D ′. That is,
S ∼ SDG(D ′,m).

• Step 5. Challenger sends the synthetic dataset S , the
quasi-identifiers of the target record xu, and the quasi-
identifiers of all records X to Adversary.

• Step 6. Adversary runs an attack A to guess the secret
bit of the user ŷ′u = A(S ,xu;X)

Adversary wins game if ŷ′u = y′u

In Step 2, we ensure that the target’s quasi-identifiers are
unique. This is a common assumption in the literature [14]
and simplifies the evaluation of the attack. When two or more
records share the same quasi-identifiers, it might not be possi-

ble to infer their correct secret attribute even with access to
the target dataset D ′, unless they also share the same secret at-
tribute. Furthermore, this reflects the typical re-identification
scenario where a user can be uniquely identified from their
quasi-identifiers [26,41,63] and has been shown to be realistic
in high dimensional settings [57].

In Step 3, we randomize the secret attribute of the target
record u in order to measure individual-level leakage as op-
posed to population-level inferences. In Section 7.2, we dis-
cuss this aspect and compare our Attribute Inference Privacy
Game with prior games from the literature.

Symbol Description Known to Adv

D = {X |y} Original dataset ✗
S Synthetic dataset ✓

SDG Synthetic data generation function ✗
n Number of records in original dataset ✓
m Number of records in synthetic dataset ✓
X Quasi-identifiers in original & target dataset ✓
X Combined domain of attributes in target dataset ✓
Xi Domain of ith attribute in target dataset ✓
y Secret attributes of records in original dataset ✗

Adv Adversary
D ′ = {X |y′} Dataset targeted by adversary in game ✗

y′ Secret attributes of records in target dataset ✗
xu Quasi-identifiers of target record ✓
y′u Secret attribute of target record in target dataset ✗

ŷ′u Adversary’s guess for the target’s secret attribute ✓

Table 1: Main notations for datasets, adversary, and game.

4.2 Linear reconstruction attacks against syn-
thetic data

In this work, we introduce a new attribute inference attack
under the Attribute Inference Privacy Game presented above.
Our attack is based on linear reconstruction attacks, that we
extended and adapt to specifically perform attribute inference
on synthetic data. To the best of our knowledge, linear re-
construction attacks have not been previously studied in the
context of synthetic data.

Synthetic data aims to serve as a safe replacement for origi-
nal data while retaining the statistical properties of the original
dataset. Therefore, we should expect that statistical queries
on the synthetic data are reasonably accurate, with low error
compared to original data. Intuitively, this is what our attack
exploits. Given the synthetic dataset and the quasi-identifiers
of the records in the target dataset, the adversary generates
a set of statistical queries that should be preserved by the
synthetic data. The adversary then estimates the most likely
vector of secret attributes by minimising the error between
these statistical queries on synthetic and reconstructed data.
Hence, we adapt the linear reconstruction attack approach
originally presented by Dwork et al. [22] in this work.
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Limitations of prior linear reconstruction approaches.
Linear reconstruction attacks were first presented against data
query systems that return noisy answers to queries made
over a private dataset [20]3. These attacks require random
subsets of users to be selected, as it can typically be done
using a unique user identifier present in data query systems.
To our knowledge, the only linear reconstruction attack in
a non-interactive setting was proposed by Kasiviswanathan
et al. [36], who show that linear reconstruction attacks can
theoretically be mounted using k-way marginals as well. By
recognizing that one of the primary use cases of synthetic
data is to preserve k-way marginals, we adapt and extend
Kasiviswanathan et al.’s attack specifically for synthetic data.

Linear reconstruction attack (Advrecon). We refer the
reader to Table 1 which contains a summary of the notation
used in the attack. Formally, given the synthetic dataset S ,
quasi-identifiers of the target record xu, and quasi-identifiers
of all records X , the adversary generates a set of k-way
marginal queries Q = {QA1,v1 , . . . ,QAq,vq}, each involving the
secret attribute. The adversary then evaluates the noisy an-
swers to these queries from the synthetic dataset r̂. Then, the
adversary solves the following linear program given below
which minimizes the total error in all queries (∑ j∈[q] |e j|). The
linear program outputs a vector of reconstructed secret at-
tributes (t) for each record in the target dataset. We set the
adversary’s guess for the target record’s secret attribute as
outputs ŷ′u = ⌊tu⌉ (nearest integer). In the extended version of
the paper [2], we show empirically that 3-way queries provide
the best tradeoff between number of queries available to the
attack and total noise in the queries.

Linear Program.

variables: t = (ti)i∈[n] ∈ Rn and e = (e j) j∈[q] ∈ Rq

minimize: ∑
j∈[q]
|e j|

subject to: ∀ j ∈ [q], e j = r̂ j−QA j ,v j({X |t})
∀i ∈ [n], 0≤ ti ≤ 1

Our attack follows the same general structure of Ka-
siviswanathan et al.’s attack, but we extend it in the following
way to improve our attack’s success in the SDG setting (see
Section 6.6). Since the adversary is partially informed, they
can calculate more accurate answers to the 3-way marginal
queries by using 3-way conditional queries on the synthetic
data instead. While marginal queries take the form “what
fraction of people in the dataset are married, employed, and

3Dinur and Nissim did not explicitly restrict the attention to interactive
data query systems. However, their attack as originally proposed assumes that
the adversary is able to run queries over known sets of users (the row-naming
problem). While this assumption is realistic in the context of interactive
systems (e.g. those supporting SQL), they do not show how the assumption
can be met in context such as pre-defined statistics or synthetic data.

have a college degree?”, conditional queries on the other hand
are of the form “of the people in the dataset that are married
and employed, what fraction of them have a college degree?”.

In order to compute the conditional queries, the adversary
first generates a set of queries corresponding to the 3-way
marginals not involving the secret attribute (“what fraction
of people in the dataset are married and employed?”) i.e.
Q− = {QA−1 ,v−1

, . . . ,QA−q ,v−q } where |A−i | = k− 1. We then
expect ∀i, that the fraction:

QAi,vi(D ′)
QA−i ,v−i

(D ′)
≈

QAi,vi(S)
QA−i ,v−i

(S)

Note that QA−i ,v−i
(D ′) = QA−i ,v−i

(X) since the secret attribute
is not involved. Furthermore, the adversary can readily calcu-
late this since they have access to the quasi-identifiers of the
original dataset, X . Therefore ∀i:

r̂i =
QAi,vi(S)

QA−i ,v−i
(S)
·QA−i ,v−i

(X)

In Section 6.6, we show empirically that conditional queries
allow the adversary to increase the attack accuracy by up to
10 percentage points compared to marginal queries.

4.3 Prior attacks on synthetic data
In this article, we analyze the performance of Advrecon and
compare it with two prior attacks on synthetic data: distance-
based attacks and machine learning inference attacks, respec-
tively introduced by Chen et al. [11] and Stadler et al. [62].

Distance-based attack (Advdcr). Chen et al. have proposed
a memorization-based heuristic [11], by measuring the dis-
tance between the target record and the closest synthetic
record. Intuitively, if the SDG algorithm has in fact mem-
orized parts of the target dataset, then it might tend to output
synthetic data samples close to the target dataset.

Formally, given S and xu, the adversary outputs

ŷ′u = argmin
t∈Xd

(
min
z∈S
||(xu|t)− z||2

)
We note that, in practice, for a given partial record xu, both

records (xu|0), (xu|1) can be present in the synthetic dataset
S . This trivially weakens the adversary, since such a record
cannot be attacked (the minimum distance is zero no matter
the value t). In order to mitigate this scenario, we extend the
attack proposed by Chen et al. [11], using a preprocessing
step that collapses records by mode. Before calculating the
minimum distances, the adversary groups the records in S
according to the quasi-identifiers and sets the corresponding
secret attribute to the most common value (mode) amongst
all records with the same quasi-identifiers. If both records
appear an equal number of times, the secret attribute is chosen
uniformly at random by the adversary.
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ML inference attack (Advinfer). Stadler et al. proposed an
attribute inference attack on synthetic data [62] utilizing a
classifier Cθ : ∏

d−1
i=1 Xi→ Xd that maps the quasi-identifiers of

records to the secret attribute. This classifier is trained on the
synthetic data and later applied on the partial target record to
retrieve the adversary’s guess for the secret bit ŷ′u =Cθ(xu).

Intuitively, if the underlying generative model in the SDG
algorithm overfits on the training dataset, patterns of asso-
ciation between quasi-identifiers and secret attributes in the
training dataset will be reflected in the synthetic data, includ-
ing for the training record. These patterns of association can
then be learned by a classifier to infer the secret attribute of
the target record from its quasi-identifiers.

5 Evaluation Framework

5.1 Datasets

We use two datasets commonly used for synthetic data genera-
tion research [8,39] and in the NIST competition on synthetic
data [47]: the American Community Survey (ACS) and the
San Francisco Fire Department Calls for Service (FIRE).

The ACS dataset, derived from US Census data, is increas-
ingly used in the machine learning community to benchmark
new methods [19] as a modern alternative to the UCI Adult
dataset. Specifically, we use the 2018 ACS Employment task
for California dataset, used for instance by Liu et al. to evalu-
ate synthetic data [39]. This dataset has 16 discrete attributes;
we arbitrarily set the secret attribute to be SEX.

The FIRE dataset records fire units’ responses to calls [16].
An earlier version was used for the NIST synthetic data com-
petition [47, 56]. The dataset has a large number of attributes
(34). To reduce computational cost, we reduce the dataset
to 10 attributes (ALS Unit, Call Type Group, Priority,
Call Type, Zipcode of Incident, Number of Alarms,
Battalion, Call Final Disposition, City and Station
Area) and arbitrarily set the secret attribute to be ALS Unit.

5.2 Synthetic data generation algorithms

A large range of computational techniques have been pro-
posed to generate synthetic data from original data, dating
back to Rubin’s research on synthetic microdata in 1993 [59].
Synthetic data generation techniques fall into three cate-
gories. Firstly, the traditional statistical paradigm relies on
low-dimensional statistical models, including Bayesian net-
works [73], Gaussian and vine copulas [35], Markov mod-
els [8], and decision trees [55]. Secondly, the modern machine
learning paradigm relies on high-dimensional deep learning
models such as generative adversarial networks (CTGAN)
and variational autoencoders (TVAE) [69]. Finally, the ‘se-
lect–measure–generate’ paradigm relies on resampling tech-
niques such as Iterative Proportional Fitting (IPF, also called

raking) [17], Relaxed Adaptive Projection (RAP) [3], and
Adaptive and Iterative Mechanism (AIM) [43].

Algorithms considered. To evaluate the success of our
attack, we select three widely-used generative models for
tabular data, one for each category: BayNet from the tradi-
tional statistical paradigm, CTGAN from the machine learn-
ing paradigm and RAP from the ‘select–measure–generate’
paradigm.

Baseline algorithms. We also include two baseline al-
gorithms, NonPrivate (high utility, low privacy) and Ind-
Hist4 [52] (low utility, high privacy).

We introduce the NonPrivate algorithm here, while descrip-
tions for the other algorithms included in this study can be
found in Appendix A.

The NonPrivate algorithm is a baseline synthetic data gen-
eration algorithm, simply sampling from the private dataset
with replacement. This can be seen as the setting where the
algorithm has completely overfitted to the private dataset and
treats the private dataset as an empirical distribution to sam-
ple “synthetic” records from. In this setting, the only privacy
guarantees for users come from the sampling error inherent
to synthetic data generation algorithms.

5.3 Measuring utility with error metrics

To evaluate the loss in utility between original and synthetic
data, we follow standard practices using statistical metrics
from the privacy and statistical disclosure control community,
used notably by the US Census Bureau, NIST, and EU JRC [6,
32, 42]. We use two metrics reporting observational error (or
measurement error) between marginal distributions of the
synthetic data S and the original data D: the Mean Relative
Error (MRE) and the Total Variation Distance (TVD).

Evaluations of utility in privacy-preserving technologies,
from de-identification to synthetic data, include a wide range
of error metrics [67]. Some SDG evaluation studies include
metrics reporting the accuracy of machine learning (ML) clas-
sification tasks [65]. Due to the complexity of defining a
proper classification task (including defining a useful classi-
fication target, holdout dataset, hyperparameter search, ML
model), we do not include ML metrics in our evaluation. Sim-
ilar choices were made for the NIST Differentially Private
Synthetic Data Competition [47] and in various works in the
area of synthetic tabular data [3, 39, 42, 43].

4The IndHist algorithm samples each attribute independently from its
respective histogram (see Appendix A). Pairwise associations between at-
tributes are therefore absent from the synthetic dataset, resulting in low utility
and high privacy with respect to attribute inference attacks.
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5.3.1 Mean Relative Error (MRE>10)

To measure the Mean Relative Error (MRE) between marginal
queries on original and synthetic data, we follow the practice
set forth in the NIST Differentially Private Synthetic Data
Challenge [47] by reporting relative error of random 3-way
marginal queries. The MRE is equivalent to the Mean Abso-
lute Percentage Error (MAPE = MRE×100), used notably
by the US Census and EU JRC to evaluate the utility of data
releases [1, 32].

Since 3-way marginal queries might be often be null or
have very small values—which might be suppressed in the
synthetic data—we report only the mean relative error on
queries that evaluate to more than 10 on the original data
(MRE>10).

5.3.2 Total Variation Distance (3-TVD)

The Total Variation Distance, also called statistical distance
or variational distance, is often used to evaluate the utility of
synthetic data [8, 43, 73] and differential private releases of
the US Census [46]. Informally, it reports the absolute error in
histograms calculated from the synthetic data and is bounded
between 0 and 1, making it easier to compare errors across
different datasets.

Definition 5.1 (Total Variation Distance). Given a fixed sub-
set of attributes A⊆ [d], |A|= k

TVDA(D,S) =
1
2 ∑

v∈∏i∈A Xi

|QA,v(D)−QA,v(S)|

We report the Total Variation Distance averaged across
random subsets of k attributes:

Definition 5.2 (Average k-Total Variation Distance). Given
a set of random subsets of attributes Ω = {A1,A2, ...,Ap} s.t.
∀i |Ai|= k

k-TVD(D,S) =
1
p

p

∑
i=1

TVDAi(D,S)

Previous work used both subsets of size k = 3 and k = 5 [8,
43, 73]; we here select k = 3 to align with MRE evaluations.

6 Results

We evaluate attacks on synthetic data by running the attribute
inference privacy game (see Section 4.1) on datasets ACS
and FIRE. From each complete dataset, we first sample a
dataset D of size n = 1000 records. We then run the attack
game, generating synthetic datasets using each of the SDG
algorithms, and compute the privacy and utility metrics. We
average all results (attack accuracy and error metrics) across
500 repetitions of the game. We run our experiments on a
single server with a AMD EPYC CPU parallelizing across all

500 games using 32 cores and 500GB of RAM. A detailed
analysis of the computational cost of the attack is given in
Section 6.7. The code to reproduce the results is available at
https://github.com/synthetic-society/recon-syn
th.

6.1 Evaluation of Advrecon

We first evaluate the effectiveness of our adversary Advrecon
when sufficient synthetic data is available. We execute the at-
tribute inference game for a fixed synthetic data size m = 106,
testing Advrecon against the six SDG algorithms considered.
To compare the estimated score from our attack tu with the
true secret bit y′u, we report on Figure 1 the receiver operating
characteristic (ROC) curve between tu and y′u.

Our attack achieves a consistently high AUC (> 0.75) for
RAP and BayNet algorithms, as well as the NonPrivate base-
line, across both datasets. The attack is not effective on CT-
GAN and IndHist, achieving an AUC close to a random pre-
diction (AUC ≈ 0.5). This is expected for IndHist, which
should be protected against most attribute inferences since
any association between attributes is lost. While the low AUC
on CTGAN and IndHist suggests resistance to such attribute
inference attacks, this comes at a significant cost to utility as
will be shown in Section 6.3.
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Figure 1: Receiver operating characteristic (ROC) curves of
Advrecon for a synthetic data size m = 106.

6.2 Comparison to prior attacks
We then compare our attack with two prior attacks (Advdcr
and Advinfer) from the literature. Figure 2 reports the accuracy
between y′u and ŷ′u for each attack, for a synthetic data size
m = 106 (see extended version of the paper [2] for m = 10 to
106).

Our adversary outperforms or performs statistically close
(within 2 standard deviations) to Advdcr and Advinfer for all
SDG algorithms. In particular, our attack achieves a much
higher accuracy on RAP than previous attacks, with a 9.60 and
4.80 percentage point (p.p.) increase in attack accuracy over
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the memorization-based and inference attacks for the ACS
and FIRE datasets respectively. This suggests that state-of-
the-art attacks can potentially underestimate the privacy risks
of synthetic data specifically in the ‘select-measure-generate’
paradigm. Lastly, for the CTGAN and IndHist algorithms, we
notice that even when a synthetic dataset with a large number
of records (m = 106) is released, none of the adversaries are
able to perform significantly better than the random baseline.
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Figure 2: Comparison of attack accuracy (mean ± s.d.) between
Advrecon and prior attacks Advdcr and Advinfer for a synthetic data
size m = 106.

6.3 Impact of synthetic data size
We have so far evaluated attack accuracy when sufficient
synthetic data is released (m = 106). However, data releases
can in practice be restricted to small samples. To evaluate if
attacks still succeed when fewer synthetic records are released,
we test our attack on synthetic datasets from m = 10 to m =
106.

Figure 3 shows that the accuracy of our attack is low for
m= 102 and increases with m against NonPrivate, BayNet and
RAP. The accuracy is close to 50% for CTGAN and IndHist
for all values of m. The attack accuracy is 87.4% and 94.8%
against RAP on resp. ACS and FIRE datasets, at m = 106.
In contrast, this accuracy is reduced by resp. 15.2 and 21.8
p.p. when evaluating the attack on a small synthetic dataset
of size m = 103. When even fewer records are released, the
attack accuracy is further reduced, resulting in low accuracy of
resp. 55.4% and 54.8% against RAP at m = 102. We observe
that similar trends exist for the BayNet algorithm as well: a
decrease of 14.6 and 11.0 p.p. in accuracy from m = 106 to
m = 103, for the ACS and FIRE datasets respectively.

This suggests that benchmark evaluations on small syn-
thetic datasets can understate the practical risks of attribute
inference. As a result, we argue that while it may be common
currently to only evaluate the privacy risks for the specific
synthetic data size that is to be released, privacy evaluations
of SDGs should potentially include evaluations on larger syn-
thetic data sizes as well in order to achieve a more compre-
hensive and robust understanding of the privacy leakage from
SDGs. We note, however, that the association between syn-
thetic data size and attack accuracy is not trivial: too large
synthetic data sizes could, for instance, result in overflow er-
rors or reach a limit in computational power that may, in turn,
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Figure 3: Attack accuracy of Advrecon for a synthetic data size from
m = 10 to 106.

lower attack accuracy.
While releasing smaller synthetic data can limit the likeli-

hood of inference attack, this comes at a high cost in terms
of utility. Figure 4 reports the utility error decreases fast as
the synthetic data size increases (see extended version of the
paper [2] for exact error values). This is a natural consequence
of the sampling error (the more records, the more accurate
statistics—as demonstrated by NonPrivate). The error met-
ric appears to asymptotically reach zero for NonPrivate and
RAP only. This suggests that RAP is, in our experiment, the
only SDG algorithm that provides low bias. The error metrics
on IndHist, BayNet, and CTGAN plateau often or always,
suggesting evidence of model bias. This is expected for the
IndHist baseline: after m = 103, all univariate marginals are
correctly estimated, yet the error remains high due to the
absence of higher-order associations.

6.4 Privacy-utility tradeoff
Our findings show that protection against inference attacks
and utility of synthetic data are both conditioned on multiple
factors such as the SDG algorithm, the synthetic data size,
and the type of attack. To understand if SDG algorithms can
provide sufficient utility while protecting against attribute
inference, we systematically evaluate the tradeoffs between
attack accuracy and measurement error.

Figure 5 shows the tradeoff between privacy and utility
achieved by all models for synthetic data sizes from m = 10 to
106. For each data point, we report the maximum attack accu-
racy across the three attacks (Advrecon, Advinfer, and Advdcr):

Accmax = max
Adv∈{Advrecon,Advdcr,Advinfer}

AccuracyAdv

The maximum accuracy represents an upper-bound em-
pirical estimate, and may not be reached by an adversary in
practice. However, it can be a useful worst-case metric when
evaluating privacy-utility tradeoffs empirically (tradeoffs for
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Figure 4: Measurement errors for synthetic data sizes m = 10 to
106.

each attack separately are reported in the extended version of
the paper [2]).

To help visualise these tradeoffs, we set baseline rates
at Accmax > 60% (high attack accuracy, y-axis) as well as
MRE>10 < 0.20 and 3-TVD < 0.20 (low error rate, x-axis).
We stress, however, that there is no consensus on which attack
accuracy above 50% in a game would be sufficient to sig-
nificantly breach privacy in practice. Even at Accmax = 50%,
some outlier records may still be at risk [62]. Similarly, an
average relative error rate of 0.20 might, for instance, be too
high for statistical analyses in low-powered study and result
in incorrect estimates of effect, especially at small synthetic
data sizes [40].

Firstly, we observe that whenever the synthetic data has
high utility (low error), it also offers little to no privacy
protection. On the ACS dataset, when MRE>10 < 0.20 and
3-TVD < 0.20, the lowest Accmax is 60.8% for BayNet (at
m = 103), and 65.4% for RAP (at m = 103). Similarly, on
the FIRE dataset, when MRE>10 < 0.20 and 3-TVD < 0.20,
the lowest Accmax is 68.6% for RAP (at m = 103). On both
datasets, at all synthetic data sizes m considered, CTGAN
never yields an error metric MRE>10 or 3-TVD below 0.20.

On the other hand, whenever synthetic data offers strong
privacy protection, this results in low utility with large errors.
On the ACS dataset, when Accmax < 60%, the lowest error
MRE>10 is 0.664 for CTGAN (at m = 104), 0.485 for BayNet
(at m = 102), and 0.474 for RAP (at m = 102). Similarly,
on the FIRE dataset, when Accmax < 60%, the lowest error
MRE>10 is 0.696 for CTGAN (at m = 106), 0.657 for BayNet
(at m = 102), and 0.539 for RAP (at m = 102). These high
error rates would prevent most research tasks on these two

datasets.
In all our experiments, we could not find a setting where

any of the considered SDG algorithms both provide suffi-
cient privacy protection (Accmax < 60%) as well as utility
that would enable some research tasks (MRE>10 < 0.20 and
3-TVD < 0.20).
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Figure 5: Tradeoff plot between privacy (attack accuracy) and utility
(measurement error).

6.5 Impact of differential privacy

Differential privacy [21] is a popular approach to prevent-
ing privacy leakages that provides strong theoretical privacy
guarantees by design. Differentially private mechanisms are
defined using a parameter ε which controls the privacy-utility
tradeoff. This parameter, also referred to as the privacy budget,
ranges from 0 (perfect protection) to ∞ (no added protection).

Intuitively, differential privacy guarantees that adding, re-
moving, or changing the content of an individual record will
not affect much the (distribution of) synthetic datasets that
are generated. In our attribute inference privacy game, the
challenger randomizes the target record’s secret attribute (see
Section 7). Differential privacy should therefore significantly
reduce the attack accuracy of any potential adversary. At the
same time, research shows that differentially private mech-
anisms can also strongly limit utility and affect model per-
formance in disparate and unpredictable ways [4, 27, 62, 66].
Below, we investigate the privacy-utility tradeoffs of differ-
ential privacy in the context of synthetic data and attribute
inference.

To understand if implementing DP can help provide a bet-
ter privacy-utility tradeoff, we replicate our experiments of
the SDG algorithms with their DP equivalents. Out of the
SDG algorithms considered, three have differentially private
equivalents—RAPsoftmax [39] for RAP, PrivBayes [73] for
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BayNet, and DPCTGAN [58] for CTGAN (see to Appendix A
for details about each algorithm). Since CTGAN does not pro-
vide sufficient utility in our experiments, we restrict ourselves
to evaluating only RAPsoftmax and PrivBayes.

We note that RAPsoftmax and PrivBayes satisfy two differ-
ent variants of differential privacy. RAPsoftmax satisfies a re-
laxation known as approximate or (ε,δ)-DP [39]. PrivBayes
satisfies the original ε-DP [73]. In our evaluation, we set
δ = 1

n2 = 10−6 for RAPsoftmax, using the same value set by
Liu et al. [39].
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Figure 6: Attack accuracy of Advrecon, Advdcr and Advinfer as a
function of privacy parameter ε for RAPsoftmax synthetic data of size
m = 106
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Figure 7: Attack accuracy of Advrecon, Advdcr and Advinfer as a
function of privacy parameter ε for PrivBayes synthetic data of size
m = 106

Impact of privacy budget. We first evaluate the impact of
the privacy budget ε on attack accuracy. Figure 6 and Figure 7
show the accuracy of all three attacks (Advrecon, Advinfer and
Advdcr) increases with ε for both RAPsoftmax and PrivBayes.
We observe that differential privacy has a large impact on
attack accuracy, even for a moderately large privacy budget
ε = 10. DP mechanisms severely reduce the attack accuracy
for all three adversaries compared to their non-differentially
private counterparts, across both datasets. For example, for the
RAP algorithm on the ACS dataset, the accuracy of Advrecon,
Advdcr and Advinfer are reduced by resp. 38.4, 31.0, and 28.2
percentage points (p.p.) by using RAPsoftmax at ε = 10. This
suggests that mechanisms with moderately large privacy pa-
rameters could significantly reduce the risk of attribute infer-
ence attacks against realistic adversaries.

1 10 100
Epsilon (Y)

0.0

0.2

0.4

0.6

0.8

1.0

Er
ro

r
(3

-T
V

D
)

ACS

1 10 100
Epsilon (Y)

0.0

0.2

0.4

0.6

0.8

1.0

Er
ro

r
(3

-T
V

D
)

FIRE
m = 102

m = 104

m = 106

1 10 100
Epsilon (Y)

0.0

0.3

0.6

0.9

1.2

1.5

Er
ro

r
(M

R
E >

10
)

ACS

1 10 100
Epsilon (Y)

0.0

0.3

0.6

0.9

1.2

1.5

Er
ro

r
(M

R
E >

10
)

FIRE

Figure 8: Error as a function of privacy parameter ε for RAPsoftmax
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Figure 9: Error as a function of privacy parameter ε for PrivBayes

At the same time, DP mechanisms are known to signifi-
cantly impact utility [15, 37]. We therefore evaluate the effect
of the privacy budget ε on the two error metrics in Figure 8
and Figure 9 (see extended version of the paper [2] for exact
values) for the RAPsoftmax and PrivBayes algorithms respec-
tively. We find that at each ε level, RAPsoftmax provides better
utility (lower error) than PrivBayes, on both metrics and for
both datasets ACS and FIRE.

We observe that, unlike the non-DP synthetic data gener-
ation algorithms, the utility of RAPsoftmax and PrivBayes is
not as strongly dependent on the size of the synthetic data
released. For example, the relative error on the RAP and
BayNet algorithms decreases by resp. 0.46 and 0.44, when
releasing ACS synthetic data of size 106 compared to 102.
However, the drop in relative error for the RAPsoftmax and
PrivBayes algorithms is at most 0.33 and 0.21 resp. (achieved
at ε = 100).
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Figure 10: Attack accuracy of Advrecon as a function of privacy
parameter ε for RAPsoftmax
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Figure 11: Attack accuracy of Advinfer as a function of privacy
parameter ε for PrivBayes

Impact of synthetic data size. Advrecon achieves higher
accuracy than all other adversaries for RAPsoftmax. Similarly,
Advinfer achieves higher accuracy for PrivBayes. We therefore
show the accuracy of Advrecon and Advinfer respectively for
three synthetic data sizes (m = 102, 104 and 106) in Figure 10
and Figure 11. We note that for moderate to large privacy
parameters (ε≥ 10), the synthetic data size heavily impacts
the accuracy of Advinfer whereas the accuracy of Advrecon is
no longer impacted by the synthetic data size even at ε = 100.
Similar to our earlier finding, we see here that, at moderate
to large privacy parameters, there can be up to a 23.2 p.p.
drop in attack accuracy when sampling a small synthetic
dataset of size 102 (achieved for Advinfer on PrivBayes at
ε = 100). This confirms that, for certain SDG algorithms, the
synthetic data size is ultimately an important factor when
evaluating practical privacy risks of synthetic data, even when
differentially private noise is added.

Privacy-utility tradeoffs. Figure 12 and Figure 13 show
the attack accuracy and measurement errors of the two DP
SDG algorithms, across datasets and synthetic data sizes. For
PrivBayes, we note that the privacy gains achieved by dif-
ferential privacy guaranteed are subject to similar drops in
utility as for BayNet. Across all datasets and error metrics, the
PrivBayes algorithm is not significantly closer to the bottom
left-hand corner than the BayNet algorithm.

On the other hand, RAPsoftmax at ε = 100 can in fact pro-
duce synthetic data that has better combination of utility and
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Figure 12: Tradeoff between privacy and utility for RAPsoftmax at ε

= 1, 10 and 100

privacy compared with non-DP methods we previously evalu-
ated (see Fig 5), but only on the ACS dataset. Synthetic data
generated by RAPsoftmax at ε = 100 is closer to the bottom
left-hand corner than that generated by the RAP algorithm.
This suggests that, although moderate to large values of ε

may not provide strong theoretical protections, the way these
guarantees are implemented can help provide slightly better
privacy-utility tradeoffs against practical attacks.

6.6 Impact of choice and number of queries
In previous sections, we have analyzed the impact of external
factors such as the SDG algorithm, synthetic data size, and
differential privacy defenses on the success of our attack.
Here, we further analyze the impact of the internal parameters
used to define the attack and provide an explanation for why
our attack works. Specifically, we focus on the two main
parameters that enable our attack to achieve good accuracy—
the choice and number of queries. In this section, we consider
synthetic data of size m = 106 and the FIRE dataset (see
extended version of the paper [2] for a more in-depth analysis).
We do not include CTGAN and IndHist as these factors do
not affect the attack accuracy since even in the best case,
the attack accuracy for CTGAN and IndHist is close to the
random baseline.

Choice of queries. In our work, we use conditional queries
to maximize accuracy, compared to simple marginal queries
used for instance by Kasiviswanathan et al. [36]. Figure 14
show that using conditional queries improve the attack ac-
curacy systematically compared to simple marginal queries.
For instance, using conditional queries improves the attack
accuracy by up to 11.2 p.p. against RAP, at m = 103 on the
FIRE dataset. This suggests that our attack is particularly suc-
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Figure 13: Tradeoff between privacy and utility for PrivBayes at
various ε = 1, 10 and 100

cessful because the conditional queries leverage additional
knowledge from quasi-ids available to the partially informed
adversary.

101 102 103 104 105 106

Synthetic data size (m)

50

60

70

80

90

100

FI
R

E
A

�
ac

k
ac

cu
ra

cy
(%

)

NonPrivate

101 102 103 104 105 106

Synthetic data size (m)

BayNet

101 102 103 104 105 106

Synthetic data size (m)

RAP

Random baseline Marginal queries Conditional queries

Figure 14: Comparison of attack accuracy of Advrecon when using
conditional queries compared to marginal queries.

Number of queries. Increased data dimensionality and
higher computational budget could help an attacker run our
attack with more queries. Figure 15 shows that the accuracy
of Advrecon increases with the number of 3-way conditional
queries used. For instance, for the FIRE dataset and the RAP
algorithm, increasing the number of queries from 103 to 104

results in a more than 20 p.p. increase in attack accuracy. This
suggests that for higher dimensional datasets, our attack could
potentially leverage a larger number of available queries to
achieve even higher accuracy. Since our attack is no-box, and
does not rely on shadow modelling, an adversary in practice
will not be computationally constrained by increased data
dimensionality. However, as increased data dimensionality
heavily increases the computational cost of generating a large
number of synthetic datasets necessary for the evaluation
of privacy risk, in our work, we restrict ourselves to more
tractable datasets such as ACS and FIRE.
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Figure 15: Comparison of attack accuracy of Advrecon when uses
varying number of queries for synthetic data size, m = 106

6.7 Computational cost

m
No. of queries |Q|

101 102 103 104 105

101 2.10 2.20 2.39 4.43 25.2
102 2.10 2.22 2.39 4.47 25.6
103 2.11 2.21 2.42 4.74 28.6
104 2.11 2.22 2.50 5.80 39.0
105 2.19 2.41 3.75 15.4 134
106 2.82 4.12 16.5 113 1130

Table 2: Time taken (s) for single attack for various number of
queries and synthetic data sizes, m

Lastly, in order to show that our attack is in fact practical, we
evaluate the computational cost of running our attack with
respect to the two main factors—number of queries and syn-
thetic data size. While linear reconstruction attacks have al-
ready been known to be practical, most prior work [13, 22]
have only implemented such attacks with a couple of thou-
sand queries. In our work, we make use of parallelization
and efficient commercial solvers such as Gurobi to run our
attack efficiently even when tens and hundreds of thousands
of queries are used.

To that end, we record the time taken for our attack to run
against the NonPrivate algorithm (without loss of generality)
on the FIRE dataset for 1 repetition. We vary the number of
synthetic data sizes and numbers of queries and report the
cost of running a single attack in Table 2. We find that our
attack runs very efficiently, taking less than 5 mins to run in
almost all settings and finishing in under half an hour even in
the most computationally intensive setting (No. of queries =
105, m = 106). In this setting, the amount of memory required
to run a single attack is also small (3.26 GB). Therefore, we
can see that our attack runs very efficiently and increasing the
number of queries when available is still possible.
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7 Discussion

7.1 Linear reconstruction attacks

There has been a rich literature on linear reconstruction at-
tacks (which led to the formulation of The Fundamental Law
of Information Recovery [23]), which has thus far not been
considered in the context of synthetic data. Informally, the
law states that answering too many queries with too much ac-
curacy destroys privacy “in a spectacular way" and is formally
defined in relation to linear reconstruction attacks [20, 22, 36].
Linear reconstruction attacks provide theoretical asymptotic
results on the amount of secret information that can be recon-
structed when a large fraction of linear queries are answered
with insufficient noise by any mechanism.

Linear reconstruction attacks are typically studied in the
context of systems (e.g. interactive data query systems) that
compute some aggregate statistics and add some noise before
releasing them (e.g. Gaussian noise subject to clipping and
memoization [13]). In this work, we see synthetic data as a
noise-addition mechanism as well—with the noise being the
difference between the aggregate statistic computed on the
original data and the same statistic computed on the synthetic
data. However, unlike systems that add noise in a coherent
way, the noise added by most SDG algorithms does not fol-
low a coherent structure. This work therefore shows that it
is in fact possible to extend linear reconstruction attacks to
synthetic data in practical settings.

7.2 Attribute Inference Privacy Game

Yeom et al. formalized the risk of attribute inference as an
attribute inference privacy game [72]. However, Jayaraman
et al. noted that, under this formulation, some of the state
of the art attacks can be trivially outperformed by a naive
baseline [34]. They showed that a naive baseline—outputting
the most common value as the secret attribute—outperforms
three of the previous state of the art attacks. Furthermore,
Houssiau et al. noted that this formulation suffers from the
base-rate problem [31]. If the secret attribute, say income,
is strongly correlated with non-secret attributes such as age,
education, and country, then the secret attribute can be pre-
dicted with very high confidence by simply having access
to population-level knowledge, even without access to the
released model.

In our game, the challenger randomizes the target record’s
secret attribute in Step 2. This achieves two goals. Firstly,
correlations between the secret and non-secret attributes are
broken specifically for the target record. This means that any
adversary without access to the synthetic data cannot possibly
predict the secret attribute more accurately than the random
baseline which solves the base-rate problem that was dis-
cussed by Houssiau et al [31]. Secondly, the naive baseline
presented by Jayaraman et al. [34]—predicting the most com-

mon secret attribute—cannot possibly perform better than the
random baseline.

7.3 Broader impacts of Attribute Inference At-
tacks

Attribute inference attacks are widely considered a significant
privacy breach in privacy-preserving data publishing. Indeed,
inferring an individual’s attribute may pose concrete risks
to that person [48, 49]. The risks posed by attribute infer-
ence attacks became well recognized in 1997, when Sweeney
demonstrated how to infer medical records relating to Mas-
sachusetts governor by linking his quasi-identifiers (sex, date
of birth, ZIP code) to his records in a pseudonymized public
health dataset [64]. However, when the target dataset con-
sists of aggregate or synthetic data, it is not always easy to
establish whether a successful attribute inference attack re-
veals a breach of individual privacy [7, 44]. In fact, simply
revealing population-level information, such as correlations,
can be sufficient to accurately infer an attribute from quasi-
identifiers [44].

In our work, we build our attribute inference privacy game
to separate out the individual-level information leakage from
the population-level inferences discussed by Jayaraman et
al. [34]. Our findings show that Advrecon is in fact able to
exploit access to the synthetic data beyond what is theoreti-
cally possible from population-level knowledge and precisely
determine the secret attribute of a single individual. This leak-
age comes directly from the individual participation in the
data, individuals whose secret attribute would not have been
otherwise leaked from “distributional inference”. We believe
that our work makes a strong case for attribute inference at-
tacks being considered a significant risk for synthetic data in
practice.

7.4 Partially informed adversary
In this work, we consider a partially informed adversary: an
adversary with access to all the quasi-identifiers X (i.e. the
non-secret attributes) of the original dataset. This adversary
was previously discussed by Kasiviswanathan et al. [36] for
medical and retail data. While this is a strong assumption, it
is still a much weaker and more practical assumption than
the exact knowledge setup used to verify differential privacy
guarantees [33]. Moreover, the partially informed setting can
be realistic in the context of multiple data releases. For ex-
ample, national statistics, public health, and medical institu-
tion often publish multiple releases from the same original
dataset(s) [5, 68]. Some releases will require a particular dis-
closure method, e.g. de-identification or pseudonymised mi-
crodata for low-risk data, while others will rely on synthetic
data generation. This is for instance the case for the Survey of
Income and Program Participation (SIPP), released both as mi-
crodata and as synthetic data (combined with more sensitive
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IRS tax data) [5].

7.5 Higher order marginal queries
In this work, our adversary uses 3-way marginal queries
to carry out attribute inference attacks. While higher order
marginal queries could also be used to mount our attack, this
does not naturally lead to stronger attacks. Including higher
order marginal queries (such as 4 and 5-way marginal queries)
increases the overall number of queries available to the at-
tack thus increasing the amount of knowledge that can poten-
tially be exploited by our reconstruction attack. At the same
time, higher order marginal queries have larger amounts of
error, even in the NonPrivate setting, thus reducing the overall
power of the attack. In the extended version of the paper [2],
we empirically show that 3-way queries provide the highest
accuracy. There are too few 2-way queries involving the se-
cret attribute that could be used to mount a successful attack.
On the other hand, including a high number of 4-way queries
does not improve the overall performance of our attack.

Recent work by Cret,u et al. [14] suggests that machine
learning techniques could in fact be adapted to identify in-
formative higher order queries. In the context of query-based
systems, they show that evolutionary algorithms can be used
to identify a small set of queries that reveal the sensitive at-
tribute of a target record. By viewing SDG algorithms as noisy
query-based systems, their attack can potentially be adapted
to similarly select a small set of k-way marginal queries that
are highly informative and can be used by our attack to boost
the attack accuracy. As this may require significant research to
adapt their technique on synthetic data generation algorithms,
we leave this for future work.

7.6 Binary secret attributes
Attribute inference attacks are often evaluated on binary
attributes. Successfully attacking a binary attribute is suf-
ficient to show that a mechanism is vulnerable to privacy
leakage [14, 34].

In theory, it is possible to relax this assumption and modify
our attack to target categorical secret attributes. For instance,
we can employ one-hot encoding in order to attack a cat-
egorical attribute. The attribute y ∈ {0,1, ...,Y} is encoded
into a Y -dimensional vector v ∈ {0,1}Y where vi = 0 ∀i ̸= Y
and vy = 1. Our attack can then be run repeatedly Y times,
for each binary attribute vi. The vi with highest score can
be returned as the reconstructed secret attribute y, where the
score is computed according to an appropriate function on
v ∈ {0,1}Y .

However, successfully mounting this attack against any at-
tribute and testing its accuracy in our evaluation framework
remains challenging. Firstly, the modified attack requires Y
times more computational power than for a single binary
attribute, increasing linearly with the domain of the secret

attribute. Furthermore, the error resulting from the Y itera-
tions would accumulate, resulting in a lower attack accuracy.
Although this effect could be possibly mitigated by choosing
a better score function, addressing these and other challenges
is outside the scope of this paper.

8 Conclusion

In this work, we studied the privacy-utility tradeoffs of syn-
thetic data generation algorithms for tabular data. We showed
how to extend and adapt linear reconstruction attacks for syn-
thetic data in order to successfully perform attribute inference
even when the adversary has no access to the underlying
generative model. We showed that prior attacks can underesti-
mate the privacy risk of synthetic data by up to 10 percentage
points compared to our linear reconstruction attack, suggest-
ing that empirical resistance to attacks requires evaluations on
multiple attack methods. Furthermore, our work showed that
information leakage on arbitrary records is in fact possible
from synthetic data. This suggests that when the synthetic
data provides good utility, data subjects can in fact be at risk
of privacy leakage.

Our analysis further revealed that generating and releasing
a large amount of synthetic records can marginally increase
utility while simultaneously enabling much more powerful
attacks, a finding that has not been widely studied in prior
work. This has important implications when releasing syn-
thetic data: evaluations on small synthetic benchmarks may
underestimate the actual risks if larger synthetic datasets are
released.

We finally evaluated differentially private synthetic mecha-
nisms. We showed that, while some mechanisms provide
worse privacy-utility tradeoffs in practice, recent mecha-
nisms such as RAPsoftmax can in fact provide better empirical
privacy-utility tradeoffs than non-DP mechanisms in specific
settings and synthetic data sizes.

In conclusion, our results suggest that current synthetic data
generation mechanisms may not simultaneously preserve high
utility and high privacy at the same time. Privacy-utility trade-
off analyses are highly context dependent and require careful
calibration of privacy and utility thresholds to make definitive
conclusions. Therefore, synthetic data on its own should not
be seen as an all encompassing solution to privacy-preserving
data publishing. We hope that our work will support practi-
tioners to evaluate the robustness of synthetic data against
violations of privacy and anonymity.
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A Descriptions of synthetic data generation al-
gorithms

BayNet [73]. Bayesian networks are trained by building a
probabilistic graphical model that represents the conditional
dependence between attributes in the original dataset. This
graphical model factorizes the joint distribution between
the attributes into a product of low dimensional conditional
distributions. The algorithm is defined by the degree of the
network which is a parameter that defines the number of
attributes in the conditional distributions. We use Ping et
al.’s implementation in the DataSynthesizer [52] library and
additionally, set the degree of the network to be 3 in order
for 3-way marginal queries to be well preserved in our utility
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analysis.

PrivBayes [73] is the differentially private version
of the BayNet algorithm. Differentially private laplace
noise is added to the conditional distributions such that
the overall algorithm satisfies ε-DP. We use Ping et al.’s
implementation in the DataSynthesizer [52] library and set
the degree of the network to 3 similar to the BayNet algorithm.

RAP [3]. The relaxed Adaptive Projection algorithm fol-
lows the ‘select-measure-generate’ approach. Firstly, a set of
summary statistics of interest are selected. Secondly, these
statistics are measured on the original dataset. Finally, an op-
timisation model is used to generate a synthetic dataset with
consistent summary statistics. Specifically, the RAP algorithm
takes as input a set of differentiable functions Q and outputs
a synthetic dataset using a iterative optimization algorithm
(such as the stochastic gradient descent):

argmin
S
||Q(S)−Q(D)||2

We set the number of optimization iterations to 2000 and
set Q to be the continuous relaxation of all 3-way marginal
queries as 3-way marginal queries are important statistics
that the original authors intended to be preserved by the
algorithm. As such, this makes RAP particularly vulnerable
to linear reconstruction attacks on marginal queries.

RAPsoftmax [39] is the differentially private version of
the RAP algorithm. Differentially private gaussian noise is
added to the query measurements made by RAP (Q(D)).
Additionally, the exponential mechanism is used to select
queries with the largest query errors in each iteration
to be optimized. Lastly, the softmax function is used to
normalize the output of the algorithm before being projected
back to the data domain. Similar to RAP, we set the
number of iterations to 2000 and set Q to be the continuous
relaxation of all 3-way marginal queries. δ is set to 1

n2 = 10−6.

CTGAN [69] is an extension of the Generative Adversarial
Network model that trains two deep neural networks, a
generative network and a discriminative network, in tandem
to generate synthetic data. The generative network takes as
input random values from a gaussian distribution and outputs
samples in the domain, X . The generative network is then
trained to eventually output samples that are indistinguishable
from samples from the original dataset by the discriminative
network. Random noise is then provided as input to the
generative network that generates synthetic samples that
form the synthetic dataset. CTGAN is a variant of this
architecture and uses a conditional generative network (a
generative network that receives the class label as input) and
mode-specific normalization to generate synthetic datasets in
the context of tabular data.

IndHist, for ‘independent histogram’, is a baseline algo-
rithm for synthetic data generation [52], independently sam-
pling from the individual distribution of each attribute. Any
association between attributes are removed in the synthetic
dataset. In particular, this means the best attribute inference
attack simply outputs the most common value of the secret
attribute, resulting in an attack accuracy of 0.5. In this set-
ting, the synthetic dataset is expected to have very low utility
but have good privacy with respect to attribute inference. We
use Ping et al.’s [52] implementation in the DataSynthesizer
library to evaluate this algorithm.
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