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Abstract

Differential privacy (DP) via output perturbation has been
a de facto standard for releasing query or computation re-
sults on sensitive data. Different variants of the classic Gaus-
sian mechanism have been developed to reduce the mag-
nitude of the noise and improve the utility of sanitized
query results. However, we identify that all existing Gaus-
sian mechanisms suffer from the curse of full-rank covari-
ance matrices, and hence the expected accuracy losses of
these mechanisms equal the trace of the covariance matrix of
the noise. Particularly, for query results in RY (or R¥*V in
a matrix form), in order to achieve (€,8)-DP, the expected
accuracy loss of the classic Gaussian mechanism, that of
the analytic Gaussian mechanism, and that of the Matrix-
Variate Gaussian (MVG) mechanism are lower bounded
by Cc(Arf)?, Ca(Aaf)?, and Cyr(Axf)?, respectively, where

2In( 125 o8 2 %Hﬁ—%Hnl
Co = n(sza )M, Cy = ( 22)) +EM, Cy = - ZMN,
Ao f is the I, sensitivity of the query function f, ®(-)~! is the
quantile function of the standard normal distribution, H, is the

rth harmonic number, and H | is the rth harmonic number
2

of order %

To lift this curse, we design a Rank-1 Singular Multivariate
Gaussian (RISMG) mechanism. It achieves (g,3)-DP on
query results in RY by perturbing the results with noise fol-
lowing a singular multivariate Gaussian distribution, whose
covariance matrix is a randomly generated rank-1 positive
semi-definite matrix. In contrast, the classic Gaussian mech-
anism and its variants all consider deterministic full-rank
covariance matrices. Our idea is motivated by a clue from
Dwork et al.’s seminal work on the classic Gaussian mecha-
nism that has been ignored in the literature: when projecting
multivariate Gaussian noise with a full-rank covariance ma-

trix onto a set of orthonormal basis in RM, only the coefficient

of a single basis can contribute to the privacy guarantee.
This paper makes the following technical contributions.
(i) The RISMG mechanisms achieves (€,)-DP guaran-

tee on query results in R, while its expected accuracy

loss is lower bounded by Cg(A; f)z, where Cr = % and
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of magnitude by at least M or MN compared with C¢, Cy,
and Cy,. Therefore, the expected accuracy loss of the RISMG
mechanism is on a much lower order compared with that of
the classic Gaussian mechanism, of the analytic Gaussian
mechanism, and of the MVG mechanism.

(i) Compared with other mechanisms, the R1SMG mech-
anism is more stable and less likely to generate noise with
large magnitude that overwhelms the query results, because
the kurtosis and skewness of the nondeterministic accuracy
loss introduced by this mechanism is larger than that intro-
duced by other mechanisms.

)Mﬁz. We show that Cg is on a lower order

1 Introduction

Differential privacy (DP) [15, 17] has been increasingly
recognized as the fundamental building block for privacy-
preserving database query, sharing, and analysis. In this area,
one important privacy guarantee is (€,8)-DP. It means that,
except with a small probability of J, the presence or absence
of any data record in a dataset cannot change the probability
of observing a specific query result of the dataset by more
than a multiplicative factor of ¢&.

The classic Gaussian mechanism, proposed by Dwork et
al. [15], is an essential tool to achieve (g,)-DP. Particularly,
when the output of a query function is a high dimensional vec-
tor, the classic Gaussian mechanism will add independent
and identically distributed (i.i.d.) noise to each component
of the result (see Definition 3 and [17, p. 261], [15, p. 3]).

This standard practice has spread widely into many fields.
For example, a differentially private mechanism returns noisy
answers to a set of queries by adding i.i.d. noise to each query
result [34]. Privacy-preserving learning employs differentially
private stochastic gradient descent through perturbing each
component of the gradient with i.i.d. Gaussian noise [3]. Un-
fortunately, as we will show later, the adoption of the classic
Gaussian mechanism greatly hinders the utility (accuracy) of
the sanitized query results because the expected accuracy loss
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(Definition 1) of the classic Gaussian mechanism is on the
order of M(Ayf)?, where A, f is the [ sensitivity of the query
function and M is the dimension of the query results. We refer
to this as the curse of full-rank covariance matrices.

Definition 1. Accuracy Loss [22,34]. The accuracy loss of a
differentially private output perturbation mechanism (M) is

L=||M(f(x))~ f(x)[[3=In]]3, ()

where x denotes a dataset, f(x) is the query result on dataset
X, and n is the noise vector added to the query result.

We can see from (1) that the accuracy loss is equal to
the magnitude of the additive noise. Due to the randomness
involved in the noise, £ is nondeterministic. Thus, we investi-
gate the expected value of accuracy loss, i.e., E[L].

1.1 The Curse of Full-Rank Covariance Matri-
ces

Here, we provide a high-level description on the identified
curse of full-rank covariance matrices, while the details are
deferred to Section 3.

Proposition 1. The Identified Curse. Let x be a dataset,
f(x) € RM the queried results, and n € RM the perturbation
noises introduced by the classic Gaussian mechanism (or
its variants, e.g., the analytic Gaussian mechanism [5], and
the Matrix-Variate Gaussian (MVG) mechanism [11]), re-
spectively. Then, the expected accuracy loss is equal to the
trace of the covariance matrix of the Gaussian noise n, i.e.,
E[L] = Tr[Cov(n)], where Cov(n) denotes the covariance
matrix of the noise n.

Since existing Gaussian mechanisms always intro-
duce noise that has a full-rank covariance matrix, i.e.,
rank(Cov(n)) = M, where Cov(n) is symmetric and posi-
tive definite [10], E[L] is equivalent to the summation of
M positive eigenvalues of Cov(n) and hence generally high.
In Section 3, we will prove Proposition | when f(x) is in a
vector form and in a matrix form under different variants of
the classic Gaussian mechanism.

1.2 Lifting the Curse: Main Contributions

To lift the identified curse, we resort to the singular mul-
tivariate Gaussian distribution [14, 27,29, 39, 42] (Defi-
nition 7) with a rank-1 covariance matrix and develop the
Rank-1 Singular Multivariate Gaussian (R1SMG) mecha-
nism. Our idea is motivated by an ignored clue in Dwork and
Roth’s proof for the DP guarantee of the Gaussian mechanism
[17]. Specifically, Dwork and Roth proved that by projecting
the additive noise n € R onto a fixed set of orthonormal
basis vectors (e.g., b1,by, - ,by), only the coefficient of a
single basis vector (e.g., n’ b)) contributes to the privacy

guarantee (more details are deferred to Section 4). However,

this important clue has been ignored in the literature. To the
best of our knowledge, our work is the first to discover and
leverage this ignored clue.

The main contributions of this paper are summarized as
follows.
(1) A new DP Mechanism and Privacy Guarantee (Defini-
tion 8 and Theorem 5). We develop the RISMG mechanism
that can achieve (g,8)-DP guarantee on high dimensional
query results f(x) € RM (M > 2). The covariance matrix,
denoted as IT, of the noise introduced by the RISMG mech-
anism is a random rank-1 symmetric positive semi-definite
matrix, whose eigenvector is randomly sampled from the unit
sphere embedded in RY. Let o, be the eigenvalue' of the
rank-1 covariance matrix II. We prove that a sufficient con-

dition for the RISMG mechanism to achieve (€,3)-DP is

2
Gy > Z(AE#‘{), where A f is the [, sensitivity of the query func-

UML)\ 72
tion f, ¢y = ( Jar (2% ) ) ,and I'(+) is Gamma function. Note

that similar to that in the classic Gaussian mechanism where
0<e<1,wehave 0 <& < 1/M in the RISMG mechanism.
In other words, The R1SMG mechanism can work well under
very strict privacy budget.

(2) Expected accuracy loss on a much lower order than
that of existing Gaussian mechanisms. We prove that the
expected accuracy loss of f(x) caused by the RISMG mech-
anism (i.e., ||[RISMG(f(x)) — f(x)|[3) is lower bounded by
Cr(A2f)?, where for any fixed feasible €, Cg = % has a de-

creasing trend as M increases and converges to % as M goes
large (Theorem 7). In contrast, the classic Gaussian, ana-
lytic Gaussian, and MVG mechanisms result in expected ac-
curacy loss that is lower bounded by Cc(Azf)?, Ca(Asrf)?,
125
and Cy (Ao f)?, respectively, where Cc = 21n(825 )M, Cy =
~1(5))2 FHA+H |
WM, and Cy = %MN (for query results in
RMXN

,1.e.,in a matrix form). Therefore, by using the R1ISMG
mechanism, less is more in the sense that noise of a much
lower order of magnitude is needed compared with that of
existing Gaussian mechanisms.

(3) Higher stability of the perturbed results (Theorem
8 and 9). We theoretically show that the accuracy of the
perturbed f(x) obtained by the RISMG mechanism is more
stable than the other mechanisms. By “stable”, we mean that
it is less likely for the RISMG mechanism to generate noise
with large magnitude that overwhelms f(x).

(4) Applications. We perform three case studies, including
differentially private 2D histogram query, principal compo-
nent analysis, and deep learning, to validate that the RISMG
mechanism can achieve better data utility in various applica-
tions by introducing less noise, i.e., less is more.

I'The eigenvalues and singular values are identical for symmetric posi-
tive (semi)-definite real-valued matrices. Thus, we use “eigenvalues” and
“singular values” interchangeably for such matrices like IT in this paper.
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Mechanisms (M) Expected accuracy loss Eq/[L]

Stability (Section 6)

The classic Gaussian mechanism [15]
(noise decided by variance 6> and dimen-
sion f(x) € RM) €

21n(

Eciassic [L] = Tr[?zzslMxM] > CC(A2f>2,
= 72'5)/1/1. (Section 3.1)

unstable, i.e., likely
to generate noise with
large magnitude

by covariance matrices X, ¥, and dimension
)‘(x) c RMXN)

The analytic Gaussian mechanism [5] | Egnaryric[ L] = T;'[()}%IA,I>< ] > Ca(Maf)?, unstable
(noise decided by variance Gi and dimen- B (CI)’I(B))Z+S L

sion f(x) € RM) where Cy = M. (Section 3.1)

The MVG mechanism [11] (noise decided unstable

EMvg[L] = Tsr[l‘.o?‘l’] > CM(Azf)z,

FHA+LH )
where Cyy = ———2MN. (Section 3.2)

The R1SMG mechanism (noise decided by
arandom rank-1 singular covariance matrix
with only one nonzero eigenvalue G.)

_ 2 - (Y
Ce= v = (Vo

Erisuc[L] = Tr[Il] = 6. > Cr(Axf)?, where
2
) " and Cr=0(%) = 0(§) = O().

Cg is on a lower order of magnitude by at least M or MN compared with C¢c, Ca,
and Cy, and converges to % as M goes large for any fixed feasible €. (Section 5.3)

stable, i.e., unlikely
to generate noise with
large magnitude

Table 1: Comparisons between the RISMG mechanism and the classic Gaussian mechanism and its variants.

Table | summarizes and compares our proposed RISMG
mechanism with the classic Gaussian mechanism and its vari-
ants from the perspective of expected accuracy loss parame-
terized by the noise parameters and utility stability.

Roadmap. We review the preliminaries for this study in
Section 2. Next, we identify the curse of full-rank covariance
matrices in various types of Gaussian mechanisms in Section
3. In Section 4, we revisit Dwork and Roth’s proof, and iden-
tify a previously ignored clue that motivates our work. After
that, we formally develop the R1SMG mechanism in Section
5. In Section 6, we analyze the utility stability achieved by our
mechanism and theoretically compare it with other mecha-
nisms. Section 7 presents the case studies. Section 8 discusses
the related works. Finally, Section 9 concludes the paper.

2 Preliminaries
In this section, we review (€,8)-DP, and revisit the definitions

and privacy guarantees of the classic Gaussian mechanism
and its variants. Table 2 lists the frequently used notations.

€and d privacy budget of the mechanisms
Ao f I, sensitivity of a query function f
o’ variance of noise in the classic Gaussian mechanism
o4 variance of noise in the analytic Gaussian mechanism
Y and ¥ row-, column-wise covariance matrices in MVG
I singular covariance matrix in the R1ISMG mechanism
(o the only nonzero eigenvalue of IT
PSD set of positive semi-definitive matrices
PD set of positive definitive matrices
UV m) uniform distribution on Stiefel manifold V7 3
2 (M) Chi-squared distribution with M degrees of freedom
L non-deterministic accuracy loss

Table 2: Frequently used notations in the paper.

Following the convention of [15, 17], a database x is repre-
sented by its histogram in a universe X: x € NI, where each
entry x; is the number of elements in the database x of type i €
X [17, p. 17]. x ~ x’ denotes a pair of neighboring databases
that differ by one data record, and A, f is the [, sensitivity of

a query function f, i.e., Apf = sup,y ||/ (x) — f(x)]]2-

Definition 2. (g,3)-DP [17]. A randomized mechanism M
satisfies (€,8)-DP if for any two neighboring datasets, x,x' €
NX1 & > 0and 0 < & < 1, the following holds

Pr{M (Dy) € S| < e Pt{M (D) € 8] + 8.

Dwork et al. [18] also give an alternative definition of (g, 8)-

PrM(x)=s] .
Pr[M(x/):S]) < € holds with all

but & probability. The log-ratio of the probability densities is
called the privacy loss random variable [5, 18] (Definition 6).

DP, i.e., for an outcome s, In (

Definition 3. The classic Gaussian Mechanism. Let
[ NXI 5 RM pe an arbitrary M-dimensional func-
tion. The Gaussian mechanism with parameter G
adds random Gaussian noise following N (0,62) to
each of the M components of the output.

Theorem 1. DP Guarantee of the classic Gaussian mecha-
nism [17, p. 261] Let € € (0, 1) be arbitrary. If 6 > cAy f /¢,
where ¢* > 21n(%), then the classic Gaussian Mechanism

achieves (€,0)-DP.

The analytic Gaussian mechanism [5] follows the same
procedure of the classic Gaussian mechanism (discussed in
Definition 3). It improves the classic Gaussian mechanism by
directly calibrating the variance (G%) of the Gaussian noise
via solving (2) using binary search. The privacy guarantee of
this mechanism is stated as follows.

Theorem 2. DP Guarantee of the analytic Gaussian mech-
anism [5]. The analytic Gaussian mechanism achieves (&, 5)-
DP guarantee on the query result f(x) if

Cb<ﬁfﬂ)fe£¢(—ﬁ*ﬂ) <8

204 Aof 204 Aof

2 ; e
where ®(t) = ﬁ [ e¥"2dy is the cumulative distribution
function of the standard univariate Gaussian distribution.

The MVG mechanism [11] is an extension of the Gaussian
mechanism and focuses on matrix-valued queries.
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Definition 4. The MVG mechanism [11]. Given a matrix-
valued query function f(x) € RM*N the MVG mecha-
nism is defined as Myyvc(f(x)) = f(x) + N, where N ~
ANy n(0,X2,F) represents the matrix-variate Gaussian dis-
tribution with PDF

T
(Zn)MN/zdet(‘P)M/2det():)N/2

fX)= (3)

M € RM*N s the mean. £ € PDM™*M and ¥ € PDVN are
the row-wise and column-wise full-rank covariance matrix,
which are also symmetric.

Theorem 3. DP Guarantee of MVG [11]. 6(£7"') and
(5(‘1‘71) are the vectors consisting of singular values of
! and ¥ The MVG mechanism achieves (€,0)-DP if

6= )l2llo(¥ )l < (—B+ /B> +80te)* /402, where
o =2HYMof + (H,+H, 1)V, B=2(MN)"*H,A f1(8), H
is the rth harmonic number H .l is the rth harmonic num-

ber of order 3, Y= sup, || f(x)| 2vV—MN1Ind—
2Ind+ MN.

F, and t(8) =

In our study, we also identify an approach to improve the
MVG mechanism. Please see Appendix C for details.

3 Identifying The Curse

We identify the curse of full-rank covariance matrices by
showing that the expected value of the accuracy loss (Defini-
tion 1) introduced by the classic Gaussian mechanism and its
variants all are on the order of M(A,f)? for query results in
RM and MN (A, f)? for query results in RM*V,

3.1 Query Result being a Vector

When f(x) € RM, the classic Gaussian mechanism perturbs
each element of f(x) using i.i.d. Gaussian noise drawn from
A((0,62) (cf. Definition 3). Thus, we derive E[£] under the
framework of the classic Gaussian mechanism as

B ~a(0.02) [Zglnﬂ =E_ a0, {622?1142]

@ Tr[Cov(n)),

IEclassic [L] =

(a)
= GZEUNxz(M) [U

o’M = Tr(6*Iyxm] =
where (a) and (b) hold because the squared sum of M inde-
pendent standard Gaussian variables follows the chi-squared
distribution with M degrees of freedom, i.e., x>(M), whose
expected value is M.

Based on Theorem 1, since the classic Gaussian mechanism
has 6 > cAy f /€, we get B yussic[ L] > Co(Aaf)?, where Cc =
21n(1 25/6)

The same analys1s also applies to the analytic Gaussian
mechanism (discussed in Section 2), because it still perturbs
each element of f(x) using i.i.d. Gaussian noise with variance
(5/2\. Thus, we can have Eayapyic[ L] = Tr[Gf‘IMxM] = G%M.

Since there is no closed-form solution of G4 ( [5] solves for
G4 using a binary search scheme), we derive the lower bound
of Egnatyiic[ L] by investigating the sufficient condition for (2).
In what follows A <= B means B is the sufficient condition for
A, and A & B means A and B are equivalent. Then, we have

204 Mof 204 Mof
& 2805 + 20 fD 1 (8)o4 — (M f)? >0

) suff.éond.(b(Azf SGA> <5 Arf €0y <o 1(3)

Soy> _ZAzﬂbﬂ(6)+\/4(A2f)2(¢’71(5))2+8£(A2f)2
2
f. —2A, fD! 4(A e(A
sulf.gond: 52 (-22797 @)+ VA iés T(®) €8/
suff. gond. 2(4(82)2 (@7 (3)*+4(A2))* (@7 (3)*+8e(Anf)?
- GZ‘ = ( 16¢2 )
@1(9))* +e
sayz OV

Therefore, we can get Eqparyic[L] > Ca(Aof )2, where Cy =

(71(8)) +e
82

M.

3.2 Query Result being a Matrix

When f(x) € R¥*N instead of adding i.i.d. Gaussian noise,
the MVG mechanism by Chanyaswad et al. [11] perturbs the
matrix-valued result by adding a matrix noise attributed to the
matrix-variate Gaussian distribution shown in (3).

It is well-known that the vectorization of the matrix-variate
Gaussian noise can equivalently be sampled from a multi-
variate Gaussian distribution with a new full-rank covari-
ance matrix, i.e., 8 = LQW¥ € PDYV*MN which is also sym-
metric [21] (® is the Kronecker product). In general, E has
nonzero off-diagonal entries, which means the elements in the
additive noise are not mutually independent. Thus, we need
another tool to analyze its expected accuracy loss.

First, we observe that £ = ||n||3 = n”n is a quadratic form
in random variable defined as follows.

Definition 5. Quadratic Form in Random Variable [37].
Denote by x a random vector with mean u and covariance
matrix E. The quadratic form in random variable X associated
with a symmetric matrix A is defined as Q(x) = x” Ax.

Then, L introduced by the MVG mechanism is a quadratic
form in multivariate Gaussian random variable attributed to
A(0,Z) with A being the identity matrix. In the following
lemma, we recall the ¢#-th moment of quadratic form in Gaus-
sian random variable (which will also be used in our future
analyses on the kurtosis and skewness of L in Section 0).

Lemma 1. [37, p. 53] The t-th moment of a
quadratic form in multivariate Gaussian random vari-
able, i.e, x ~ 57\[(,11,") with & being full-rank, is given by

E[Q(x)] = {Xi 2 (et x xyi- 1(’1 Ngln=1-n) x
. X th 0 (1 l)g(O)}’ where g% = Zkk!(Tr( B 4 (k+
) (A")"Au),ke 0,7 —1].
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As a result, the instantiation of Proposition | under the
MVG mechanism is

Ewvoltl= E[NE = ElnB %78 =TrZe), @

NG n (0.Z%) n~A(0,.Z2%)

where (a) is obtained by applying Lemma | witht =1, i.e.,
E[Q(x)] = ¢*) = Tr[E]. Furthermore, we can obtain that

Envol2] 2 TrE e W] 2 TrE) Y

Q)
=llo@)[1llo(¥)h S lo®)ll2/lo(¥)[l2

oy
o l2llo¥ Ik (—B+ /B +8ae)? (&)
MN40? o

> =MN—
T 2B% +8ae — 2B+/P? 2
@MNZH,yAzf+(H,+Hr’%)YZ (;>1> SH.+1H

53 2
MN (A
e > e (Aaf),

where (a) follows (4), (b) is due to the property of the Kro-
necker product [40,41], (c) is because £, ¥ € PD and they
are both symmetric matrices, which means all their eigenval-
ues are positive, (d) is because ||y||1 > ||y||2 for any vector
y, (e) is obtained by applying the harmonic mean-geometric
mean inequality (see Appendix A), (f) is due to the privacy
guarantee of the MVG mechanism in Theorem 3, and o and
B are defined therein, (g) is obtained by substituting o, and fi-
nally (h) is because Y= sup, || f(x)|| (Theorem 3), and Ay f =
Supp [L/(x) — ()] < sup || £ ()| + supy | |f(x)]| = 2.
which suggests y > %Azf.

As a consequence, we have Eyyg[L] > Ci(Ayf)?, where

FHA+4H

Cy= TZMN .

In Theorem 4, we summarize the expected accuracy loss
of the classic Gaussian mechanism and its variants.

Theorem 4. The expected accuracy loss of the classic Gaus-
sian, of the analytic Gaussian, and of the MVG mechanisms
are as follows:

2In( 12

Eclassic[[/} = Tr[G2IM><M] > CC(AZf)zv Cc= n(gz6 )M,
o1(3))’

Eanalytic[L] = Tr[GE\IMxM] > CA(AZf)za CA = %M7

5

EmvelL] = TriE®@¥] > Cy(A2f)?, Cu=——s—2MN.

Theorem 4 rigorously shows that all existing suffer from
the identified curse of full-rank covariance matrices. Another
stealthy perspective to understand the identified curse of full-
rank covariance matrices is by observing that the PDFs of (3)
and the multivariate Gaussian distribution all involve deter-
minants of covariance matrices in the denominators (which
should be nonzero). Then, theses covariance matrices should
always be full-rank. As a consequence, the curse cannot be
removed unless we use a new form of PDF to generate the
perturbation noise.

4 An Ignored Clue from Dwork et al. [15-17]

In this section, we recall Dwork and Roth’s proof of Gaussian
mechanism achieving (€, 8)-DP [15—17] when the query func-
tion returns a M-dimension vector. At the end of their proof,
we identify an ignored clue which corroborates that Gaussian
noise with rank-1 covariance matrix is sufficient to achieve
(€,0)-DP and also motivates our work.

Dwork and Roth essentially investigate the upper bound
of the privacy loss random variable (PLRV) on a pair of
neighboring database x and x” defined as follows.

Definition 6. [/S8, p. 6] Consider running a randomized
mechanism M on a pair of neighboring dataset x and x'. For
an outcome s, PLRV on s is defined as the log-ratio of the
probability density when M is running on each dataset, i.e.,

® g ( Plore=s)
PLRY () = 0 (it )

The following derivations are restatements of content from
[17, p. 261-265]. f(-) is a query function, i.e., f : x € NI —
RM. We are interested in multivariate Gaussian noise that can
obscure the difference v = f(x) — f(x'). To achieve (g,3)-DP,
it requires that the PLRV associated with the classic Gaussian
mechanism (denoted as G), i.e.,

(s)
PLRV (G x)116(x)

1
5o (lImlP = lin+-v]1?)

, ([17,p.265])

is upper bounded by & with all but 8 probability. In

PLRVEsg)(x)Hg(x’))’ n is chosenzfrom A(0,X), where X is a

diagonal matrix with entries 6-.
(s) :
Then, Dwork and Roth bound PLRV( G|I6()) by observ

ing that the multivariate Gaussian distribution is a spherically
symmetric distribution [4]. Thus, when representing the noise
n using any fixed orthonormal basis by,b,- - ,b,,, i.e,n =
Y™, A:b;, the corresponding coefficients are also attributed to
the same Gaussian distribution, i.e., A; ~ A[(0,62),i € [1,M].
Furthermore, without loss of generality, Dwork and Roth as-
sume the first component (base) by is parallel to v (the differ-
ence between f(x) and f(x')). Consequently, we have

2 o]

1 1
= 3gz (WP 204101 | < 505 (021 + 20y,
where the second equality holds because b; and v are or-
thogonal to b;,i € [2,M], and the last inequality is due to the

2

M
Z?\,,‘bi-i-v
i=1

(s) _
PLRV (Gl16() =

M
Z A:b;
i=1

(©)

definition of [, sensitivity. Since now PLRV&)’.( G in (6)
only involves a single Gaussian random variable, i.e., A1, The-
orem | can be proved by following the same procedure when
the query function returns a scalar value ( [17, p. 262-264]).
A hidden Clue comes up to the surface. From (6), it

: (s)
is clear that PLRV(g(x)Hg(x’))

Since Ay (a Gaussian random variable) is the coefficient of

is only related to A; and A, f.
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the of orthonormal base by, it clearly suggests that, after de-
composing a multivariate Gaussian noise using a set of or-
thonormal basis vectors, only the coefficient of one vector

contributes to the value of PLRVES(JZ( G
the coefficients of other basis vectors have no impact on the
privacy loss of the Gaussian mechanism. Consequently, the
privacy guarantee achieved by n = Zﬁ‘il A:b; is identical to
that achieved by A b;. This hidden clue motivates our idea
of using multivariate Gaussian noise whose covariance ma-
trix has rank-1 (instead of multivariate Gaussian noise with

full-rank covariance matrix) to achieve (g,d)-DP.

. In other words,

S Lifting the Curse

In what follows, we present the RISMG mechanism, which
lifts the identified curse of full-rank covariance matrices. In
particular, we first intuitively explain the feasibility of the
proposed R1SMG mechanism. Next, we introduce its noise
generation process, and present a sufficient condition for it to
achieve (g,)-DP. After that, we analyze the expected accu-
racy loss of the RISMG mechanism, and discuss the privacy
leakage of utilizing vectors in the null space of the noise.

5.1 The Intuition behind RISMG

As introduced in Section 1.2, the expected accuracy loss of
R1SMG is lower bounded by Cg(Aa f )2 where for any fixed
feasible €, Cp = %V has a decreasing trend as M increases,

and converges to % as M goes large (Theorem 7). Thus, we
have the following property (see Property 1) that is missing
in all existing DP mechanisms. Here, we provide an intuitive
explanation of it.

Property 1. For any fixed feasible €, 8, and A, f, the magni-
tude of the noise required to attain (¢,8)-DP on f(x) € RM
can have a non-increasing trend regarding M.

Due to the widely accepted common practice of perturb-
ing each component of f(x) using i.i.d. Gaussian noise to
achieve DP, it makes sense that larger dimensional f(x) re-
quires larger magnitude of noises. Thus, Property | is coun-
terintuitive and seems to be “magic”. Yet, it can be intuitively
explained as follows. Given a database x represented as his-
togram, we consider a normalized counting query function
f(x) = 4;0x € RM, where Q is a binary matrix. A higher
dimension of f(x) means a larger number of queries applied
to the same dataset x. Subsequently, the chances that the
query results (i.e., rows in Q) become dependent with each
other increases as the query number increases. For instance,
suppose that the ith and jth query, i.e., f(x); and f(x); are de-
pendent, particularly, f(x); can be fully determined by f(x);.
Then, the privacy leakage on x by observing f(x);, f(x);, or
[f(x); f(x);] would be identical. Hence, intuitively, no more

noise is needed to perturb [f(x); f(x);] than that for perturb-
ing f(x);. Itimplies that as M increases and the queried results
become dependent, it is possible to achieve DP by perturbing
f(x) using noise of a non-increasing magnitude. Moreover,
when M becomes sufficiently large such that the query vectors
(rows in Q) are linearly dependent, by observing f(x) or the
set of independent query vectors, the privacy leakage of x
would be identical. Therefore, the same amount of noise can
be used to sanitize both (refer to [43] for an analysis from the
perspective of mutual information).

5.2 RI1SMG: Multivariate Gaussian Noise with
A Random Rank-1 Covariance Matrix

In what follows, we first provide the statistical background on
the singular multivariate Gaussian distribution with a given
rank-r covariance matrix, e.g., IT and Rank(IT) = r.

Definition 7. Singular Multivariate Gaussian Distribu-
tion [14, 27, 39, 42]. A M-dimensional random variable
X = [x1,x2, -, xp]" € RM has a singular multivariate Gaus-
sian distribution with mean u € RM and a singular covari-
ance matrix IL € PSDM*M with rank-r, i.e., X ~ N (1, IT) and
Rank(Il) = r < M, if its PDF is

(21) " exp (= 3 (x— )T (x— )
G1(I)- o, ()

fx;Runk(H):r =

)

where 6;(I1) is the i-th nonzero eigenvalue of II, and II" is
the Moore-Penrose generalized inverse of IL. Particularly, we
have ITI' =V, A 'V where A, = diag(c, (), ..., c,(IT)) €
R™", and V, € RM*" is the matrix of eigenvectors corre-
sponding to the r nonzero eigenvalues.

Samples of fy.rank(mm)=r (€.g., M) can be generated by ap-
plying the disintegration theorem [20]. In particular, if u =0,
by defining a linear mapping

n=V,A"2z, and z~N(0,1,..,), 7

where A!/? = diag(/0) (II), /G2 (T0), ..., /G, (T)) € R"*"
and V, € RM*" is the matrix of eigenvectors corresponding
to the r nonzero eigenvalues of II, then n is attributed to
a singular multivariate Gaussian distribution with a rank-r
covariance matrix. This can easily be verified by checking the
covariance matrix of n;

Cov(n) :Cov(VrAi/zz) = V,Al/zCov(z)(VrA}/z)T

()

(®)
:VrAl/zerr(VrAi]’/z)T = VrArV}T = H

where (%) is due to z ~ A (0,L,«,). Then, clearly, we have
Cov(n) =r.

When r = 1, the singular covariance matrix IT only has 1
nonzero eigenvalue, and we denote it as G... Thus, (7) becomes

n=vyG,z, and z~N(0,1), viv=1.  (9)
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Singular multivariate Gaussian noise with a random
rank-1 covariance matrix. It is noteworthy that in (9), v
needs to be generated randomly to thwart attacks which takes
advantage of vectors in the null space of v (or n). In Section
5.4, we will show that by sampling v uniformly at random,
such attacks will succeed with zero probability.

Since v is an orthonormal vector of dimension M X 1, one
common approach to generate v randomly is by uniformly
sampling from a specific Stiefel manifold, i.e., Vi = {v €
RM>1: yT'y = 1}, which represents the unite sphere S ! em-
bedded in RM . In Statistics literature, the PDF of the uniform
distribution on the Stiefel manifold V y is given by

1
f(V) o VOI(VLM)’
(see [21, p. 2801, [8, p. 17, equation 8.2.2], as well [13, p. 30]
which gives the characteristic function of (10)). In particular,
the constant Vol(V ) = M/2 (see [21, p. 19 and 26]) is the
total surface area or volume of V 5; and I'(-) is the ordinary
gamma function [21]%.
We use v ~ U(Vy y) to represent that v is a random vari-
able uniformly sampled from V; ». As a consequence, the
linear mapping defined in (9) becomes

n=vy/0,z, where z~AN(0,1), v~ UVy). (11)

Now, we introduce the R1SMG mechanism and provide a
sufficient condition for it to achieve differential privacy.

v eV, (10)

Definition 8. The Rank-1 Singular Multivariate Gaussian
(RISMG) Mechanism. For an arbitrary M-dimensional query
function, f(x) € RM, the RISMG mechanism is defined as

Mrismc (f(x)) = f(x)+n,

where n (generated via (11)) is the noise attributed to a singu-
lar multivariate Gaussian distribution with a random rank-1
covariance matrix.

If the query result is a matrix or tensor, we can first generate
the noise as a vector and then resize it into the desired format.
Please refer to the case studies in Section 7 for details.

We introduce an important lemma below that will be used
for proving Theorem 5.

Lemma 2. Distribution of Angle between Random Points
on Unit Sphere ([7, p. 1845 and 1860]). Let h and g be two
randomly selected points on unit sphere S'=! (embedded in
RP), where P > 2. Let h (resp. g) be the vector connecting
the center of the sphere and h (resp. g). © denotes the angle
(6 € [0,7]) between h and g. Then, we have

cos(8)F 72, (12)

7)
PrHfo ]<f (( T

where 9 is a given radian and 0 < 0y < %

2This result can be easily obtained by setting p = 1 in Theorem 1.4.9 on
page 25 of [21]. In particular, Vol(V 3) plays the same role on V| y as the
Lebesgue measure plays in Euclidean space [8]. For example, when M = 3,
Vol(V 3) = 4m is the surface area of an unit sphere in 3D space, and when
M =2, Vol(V; ) = 2n is the circumference of an unit circle in 2D space.

Theorem 5. The RISMG mechanism achieves (€,8)-DP

M—1 2
when M > 2, if 6, > (AZf) where | = (6;7&1"(21‘4))) M2 and
B

I'(+) is the Gamma functlon.

Proof. Inspired by Dwork and Roth’s work [17] (cf. Sec-
tion 4), we investigate the PLRV associated with the
RISMG mechanism. Assume that m and n’ are the
random noise used to perturb f(x) and f(x'), respec-
tively. Then, the RISMG mechanism achieves (€,5)-DP if

(s) _ [f (x)+n=s€S] :
PLRV(RISMG( VRISMG(x')) — In (Pr[ f():)Jrn/:SsES]) <ewithall

but & probability (called the failing probability) [17], where
S denotes all possible outcome of RISMG.

According to (11), without loss of generality, let n =
V/O.zithand n’ = /G, 72,8, where z;,2z ~ A((0,1) and h,g ~
U(V1m). Let 6 € [0,7] be the angle between h and g. Then,
we can establish the failing probability (which should be at
most 8) by first constructing an event which is a subspace of
the universe Q, i.e.,

A= {Zlvz2ah7g:zlaz2 NN(071)7h7gN u(VlM)7|67%‘ < 90}
CQ={z1,22,h,8: 21,20 ~ N(0,1),h,g ~ UV i)}

where 6p = arccos( (ST(X:)/v/al(¥)) 1/-2) ), and
arccos(-) is the inverse of the cosine function. We denote
the complementary of 4 as 4° = Q\ 4, i.e.,

N(O7 1)7h7g ~ u(Vl,M)> }6_ %| > 90} .
Since z; and 7z, are independent of h and g, by applying

P
Lemma 2 and setting P = M and \/ﬁ%cos(ﬁo)‘u’2 =3,
=

we get Pr[4°] < 8.

Since n (resp. n') is singular multivariate Gaussian with
zero mean by design (see (11)), we have that f(x)+n=s€ S
(resp. f(x')+n' =s € ) is attributed to singular multivariate
Gaussian distribution, with mean f(x) (resp. f(x’)) and co-
variance matrix ho,h” (resp. go.g’) (one can verify this by
setting » = 1 in (8)). Substituting the mean and generalized

inverse covariance matrix into the PDF provided in Definition
7 (with r = 1), we have a counterpart of (6) as

(wie >+2i2i‘f%)

) o

A= {Z17Z27h>g C21,22 7~

(s)
PLRV (1 sm6 () [R1sMG(x)) =

(1) 3 exp <7% (s—f(x) ! (ho,'n7) (s—

=In

m) Fexp( 4 (s1) (a0 e") (s-100)) ) /v
e (g(hﬂsﬂx»)i)

exp (- (&5 1))

204 —_—
pieR p2eR
S27(|[:)1|_._‘p2|) ) V(thz,h,g)Gﬂl.

13)
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In the following, we derive a tight upper bound on |p;|+
|p2]. In particular, with ||g||2 = ||h||2 = 1, we notice that

[p1l+ Ip2] < [lgllalls = £ (&) ||z + [[]2][s — £ (x)] |2
=lls=f@)l2+lls = f®)][2-

Thus, we aim to bound ||s — £(x')||2 + ||s — f(x)]]2.

First, we observe that the angle between (s — f(x)) and
(s — f(x')) is identical to the angle between h and g, because
(s—f(x)) =mand (s— f(x')) =n’, and n and n’ are ob-
tained by scaling h and g. We use 0 to represent the an-
gle between h and g (i.e., identically between (s — f(x))
and (s — f(x'))). Thus, from a geometric perspective, ||s —
FOXD)]2+ s — f(x)|]2 is the sum of the length of two edges
of a triangle in RY, and the angle between these two edges is
0. Moreover, the length of the third edge (opposite to this spe-
cific angle) is | (s— F(¥)) — (s — £(x))ll2 = | L£(x) = F(x') |2
For better understanding, we visualize the above description
in Figure 1(a), where the red point (resp. blue point) indicates
n (resp. n’) in RM and the red dashed line (resp. blue dashed
line) is the randomly sampled h (resp. g) (note that we show
h and g as bidirectional, because n and n’ can point to the
opposite direction of h and g, respectively).

=
X
2
/
L
S

(b) example of circumcircle
with § < &

(c) example of circumcircle

(a) geometric interpretation
with @ > 3

Figure 1: (a) Geometric interpretation of |p;|+|pz|. Circum-
circles of the described triangle with (b) 6 < % and (c) © > %

It is well-known that the length of each edge of a triangle is
upper bounded by the diameter of the circumscribed circle of
the triangle. We show this fact in Figure 1(b) and Figure (c),
where % represents the radius of the circumcircle. According
to the law of sine, we have d = || f(x) — f(x')||> /sin(6). Thus,

ls— F@) o+ lls— £(x)lls < 20 = 2B < 20 (1)

where the last inequality is because the query sensitivity on
neighboring datasets is Ay f = sup, || f(x) — F(X')]]2.

In (13), we have (z1,22,h,8) € 4,ie.,0 € (T —60,5 +869),
8o € [0, 7]. Thus, due to the symmetry of the sine function

n i 280f 2of 2
around 5, We can obtain Sn(0) = Sin(T-8y) — cos(B0)" As a

result, we get [p1|+ [pa| < |Is = f()ll2 +[Is = f)]l2 <
28 Sr(M-L)
iy =208 | ()™

Fmally, from (1?) we can obtain the following sufficient
condition for the R1ISMG mechanism to achieve (g,)-DP:

(s)
PLRV(RISMG( )HRISMG( x'))

0 M—) i
| (/) e

2

1
ST(|91|+|P2D2§

2
which leads to 6, > Z(A(SA. Moreover, due to the constraint
of P > 2 in Lemma 2, we require M > 2 for the RISMG
mechanism. Thus, Theorem 5 follows. O

Remark 1. In the classic Gaussian mechanism, the privacy
budget is upper bounded by 1 (Theorem 1). Similarly, there is
also an upper bound on € for the RISMG mechanism. This can
be explained geometrically using Figure 2. In particular, Fig-
ure 2(a) shows the case where € < 1 in the classic Gaussian
mechanism. Clearly as long as n and n’ can obscure the differ-
ence between f(x) and f(x), i.e, f(x)+n=f(x)+n' =s,
the noise components along the direction of v = f(x) — f(x')
are also sufficient to obscure the difference between f(x) and
f(x), i.e., Mby — (bl n')by = v. Whereas, if € exceeds the
upper bound, the magnitude of n and n' might be too small to
obscure v, since ||n|| and ||n'|| are proportional to L. In other
words, when € is beyond the upper bound, n, n', and v cannot
form a triangle, and hence we have M by — (blTn’)bl “£vas
shown in Figure 2(b). This is also true for the RISMG mech-
anism, i.e., when € is too large, n = \/(T*zlh, n' = V0228,
and v cannot form a triangle as shown in Figure 2(c). As a
result, in order to form a triangle as shown in Figure 2(d), an
upper bounded € is required for the R1SMG mechanism. In
this work, we let the privacy budget of the RISMG mechanism
be upper bounded by 4 3 of that of the classic Gaussian mech-
anism, i.e., M This is because v is obscured using noise with
M degrees of freedom by the classic Gaussian mechanism,
whereas it is obscured using noise with 1 degree of freedom by
the R1ISMG mechanism due to the rank-1 constraint. We will
provide a tight upper bound on € for the RISMG mechanism
in a separate study.

Mb =M hibs
' Vol VonE
4
| Y
A
(blTn’)bl / Vo.z1h Vo.z1h

(b) classic Gaussian, (c) R1SMG, (d) R1SMG,

(a) classic Gaussian,
e<1 €too large €100 large €small

Figure 2: Geometric interpretations on the constraints on € in
the classic Gaussian and RISMG mechanism.

Implementation of RISMG. According to the follow-
ing theorem, we can obtain the desired random variable dis-
tributed on the Stiefel manifold by transforming samples
drawn i.i.d. from standard Gaussian distribution.

Theorem 6. [13, p. 29, Theorem 2.2.1] Let x € RM*" whose
elements are i.i.d. Gaussian random variables from N (0,1).
Then, v = x(x"x) /2 is uniformly distributed on V.

Thus, we can apply Theorem 6 with r = 1 to draw the
desired samples from V ;. Then, applying (11), we can gen-
erate an instance of random noise for the RISMG mechanism.
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5.3 Expected Accuracy Loss Analysis

In this section, we investigate the expected accuracy loss
of the RISMG mechanism, i.e., Egjspg[L]. The results are
summarized in Theorem 7.

Theorem 7. For any fixed feasible € > 0,0 < 8 < 1, given
a dataset x and a query result f(x) € RM. We have
Erisuc[L] = [[RISMG(f(x)) — f(®)|; = Tr[l] = o, >
Cr(Ayrf)%, where G, is the only nonzero eigenvalue of TI,

M-I\ 3777
Cr= ﬁlf and y = (%r(z%))) " Cg has a decreasing trend

as M increases. When M goes large, Cr converges to % and
2

Erismc|[L] can be as low as %.

Proof. According to the noise generation process in RISMG,

ie., (11), we have

Erisuc[£] = E[|n]|3]
12 1/2 @ @ (15)
:E[(vc*/ Z)TVG*/ z} =0.E[Z%] = 0. > 2(Maf)?/(ey),

where (a) holds because z> ~ (1), and (b) is due to Theorem
5. From (15), we also have Egsyc[L] = 6. = Tr[II].

To show the decreasing trend of Eg;sp¢[L] without dealing
with the cumbersome notation of y, we use some intermedi-
ate results obtained in the proof of Theorem 5. To be more
specific, we have y = sin®(6), where 6 € (5 — 69,5 +09) is
the angle between two instances of M-dimensional unit vec-
tors, and 8y = arccos ((SF(MT_I)/\/EF(%)) WM?Z)). Cai et

al. [7] has proved that when M > 2, 6 concentrates around %,
and the concentration becomes stronger as the dimension M
grows. In particular, 8 converges to 7 at the rate of v/M when

M approaches infinity [7, p. 1840]. Thus, m has a de-
creasing trend and converges to 1 due to the symmetry of sine
function on [0,7]. Subsequently, we can have that Cg = ﬁ
has a decreasing trend as well. In addition, when M goes large,
we get that Cg converges to % and hence Egisp[L] can be

2
as low as %3. O

Curse Lifted. (15) clearly shows that we have lifted the iden-
tified curse by considering noise attributed to a singular mul-
tivariate Gaussian distribution with rank-1 covariance matrix.
In particular, the expected accuracy loss introduced by the
R1SMG mechanism is Tr[IT], which equal to the only nonzero
eigenvalue G, but is not the summation of M positive eigen-
values any more like in the existing Gaussian mechanisms.
From Theorem 4 and Theorem 7, we arrive at Corollary 1.

Corollary 1. The RISMG mechanism leads to expected
accuracy loss on a lower order of magnitude by at least

3Note that the asymptotic property of Cg is studied when € is always
feasible. Suppose that we are interested in the asymptotic property of Cg
when M| < M < M,. Then, as explained in Remark 1, a feasible € refers to
1
€< 5.
M,

M or MN compared with the classic Gaussian, analytic

Gaussian, and MVG mechanisms. In particular, we have
C C C

Cr=0O(5F) =0(3) = O(37%).

1

Proof. According to Theorem 5, we have v =

(gl;g)))h - exp(ﬁln(aﬁfﬁi))- By con-
r(3)

(M=)

to the normalization constant of the

necting

Beta distribution Beta(a,p) with oo = 2~ and B = 1,

M
it gives @(;@J = @(‘A\’/’;z> [7]. As a result,

we can obtain Cg = @(%exp(ﬁlnvﬂ\gz)). Com-

pare Cr with the results in Theorem 4, we get that
C C
Cr = O(5F) = O(3%) = O(if)- =

Moreover, in Appendix B, we plot the empirical E[L] ver-
sus M achieved by the RISMG mechanism and by other
mechanisms, respectively, and clearly show that Egjsy[L]
has a decreasing trend as M increases and eventually con-
verges, whereas all the other mechanisms result in expected
accuracy loss increasing with M (cf. Figure 9).

5.4 Discussion on Privacy Leakage of Utilizing
Vector in the Null Space of v

The R1SMG mechanism does not span the entire space of R
Therefore, it may raise concerns about privacy leakage if one
takes advantage of the vector in the null space of v. In other
words, let s be the output of RISMG and u € Null(v) = {u| <
u,v >= 0}. Since n € Span(v), one can have < u,s >=<
u, f(x) +n >=<u, f(x) >, which implies potential privacy
leakage of queries on f(x).

However, we highlight that v is randomly sampled from
U(V1 m), which is an intermediate noise to produce the final
noise of the RISMG mechanism and will not be made public.
Note that this is not against the core idea of DP, i.e., “privacy
without obscurity", because the entire noise generation pro-
cess, i.e, (11), including the choice of distribution parameters
are transparent. Thus, the probability that a constructed u
that is in the null space of a randomly sampled v is zero, i.e.,

Pru € Null(v)] = ’% =0, where y(-) is the Lebesgue
measure of a measurable set.

For better explanation, , we give toy examples in R? and
R3 (when M =2 and M = 3). Note that in practice RISMG
requires M > 2, here we use R? just to visualize the idea (the
probability that a constructed u that is in the null space of
a randomly sampled v is zero) which is independent of the
dimension. In R2, Vi is the unit circle shown in Figure 3
(left). Suppose that vi = [—1/+/5,2/+/5]" is the randomly
sampled variable in V; 5. Then Null(vy) is I (the dashed line
orthogonal to v;). Clearly, the probability of sampling a point
from R? that resides on a specific line is 0. Likewise, in R3,
V1,3 is the unit sphere shown in Figure 3 (right). Suppose
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that v, = [1/v/3,—1/+/3,1/+/3]" is the randomly sampled
variable in V 3. Then Null(v2) is F (the plane orthogonal to
v»). The probability of sampling a point from R3 that resides
on a specific plane is also 0. Although, it is publicly known
that v is sampled from U(V ), the Lebesgue measure of
Null(v) (given v C V| ) is still 0. For example, the proba-
bility of sampling the blue points in Figure 3 (left) is 0, and
the probability of sampling points residing on C C ¥ (the
circle orthogonal to v,) in Figure 3 (right) is also 0. Hence,
by generating v randomly, the RISMG mechanism will cause
privacy leakage of using the vectors in the null space of v to
have probability zero.

Ve
/ N
N
{ Il
| iE:
EY
N Y

Figure 3: Visualization of the null space of the noise generated
by the RISMG mechanism. Left: V ». Right: V 3.

6 Accuracy Stability

Now, we evaluate the accuracy stability achieved by various
output perturbation DP mechanisms by studying the kurtosis
and skewness of the distribution of £ (the non-deterministic
accuracy loss defined in Definition 1). In particular,

o Kurtosis, a descriptor of “tail extremity” of a probability
distribution, is defined as the ratio between the 4th moment

and the square of the 2nd moment of a random variable, i.e.,
_E[£Y]
(E[L7)?
values are less likely to be generated in a given probability
distribution [45].
e Skewness, a descriptor of the “bulk” of a probability
distribution, is defined as the ratio between the 3rd moment
and the square root of the cube of the 2nd moment of a random

. A larger kurtosis means that outliers or extreme large

3
variable, i.e., ]3 7 A larger skewness means that the bulk

E[L
(E[£2])
of the samples is at the left region of the PDF and the right
tail is longer.

As a result, in order to have high accuracy stability on
the perturbed query result, £ with both larger kurtosis and
skewness is preferred. We summarize the theoretical results
for various mechanisms in Theorem 8 and Theorem 9.

Theorem 8. The kurtosis of the distribution of L in the
RISMG mechanism is % which is larger than that of the
classic Gaussian mechanism, of the analytic Gaussian mech-
anism, and of the MVG mechanism, i.e., the PDF of L in
the RISMG mechanism is more leptokurtic than that in the

classic Gaussian, in the analytic Gaussian, and in the MVG
mechanism.

Proof. First, for the proposed RISMG, we have

CEeY @ E[(wveaTwe)t
Kurtgismg(L) = (E[L7])2 — (E[((vﬁzﬁ@z)z])z -

(b) 4864432036, +12(62)2+1262(0. )2 +(0.)* __ 3
= 2
(20§+(6*)2)

where (a) is due to the noise generation process of RISMG
in (11) and (b) is obtained by applying Lemma | with A = 1
and & = o, (i.e., the case of univariant Gaussian).

Then, we show that both classic Gaussian mechanism and
the MVG mechanism will result in £ with kurtosis less than
%. In particular, the classic Gaussian mechanism (denoted as
G) adds i.i.d. noise to each entry of f(x), n; ~ N[(0,6?%),i €
[1,M]. Thus, we have Eg[L] = E, _q/o1) [(ch z7) } =
By U] =02 LI(JF 7 >)
lows from the 7th moments of Chi-squared random variable.

4
Set ¢ to be 4 and 2, one can verify that Kurtg (L) = ( Egl£] _

Eg[£2)? —
M M
o*2* ) / (o2 i DI XAt
The same analysis holds for the analytic Gaussian mecha-
nism, as it adds i.i.d. Gaussian noise with variance Gi.
MVG introduces the matrix-valued noise attributed to a
matrix-valued Gaussian distribution, i.e., A(0,Z,¥), and the
vectorization of the noise matrix is also attributed to a multi-
variate Gaussian distribution, i.e., A/(0,£ ® ¥) [21]. Denote

E=X®WY,and let k > 1 be an integer, we first have
[(z2) 63 (24 o)) |

(6i(D)0;(®))" = Tr [(E®)| =7r[E].

]E[(zd*z)“]

(E[z0.2])°

W

3

where the last equality fol-

= (TrEo¥))* =

Similarly, for any positive integer k; > k» > 1 and symmetric
2 € PD, we have

Tr[ER)(Tr[E)% > Tr[EN]Tr[ER)
:(Zrank (G (E))k‘) ( rank ((5 (E)) > > )::anlk ( I(E))kﬁrkz

:Tr[Ek‘+k2].
Then, according to Lemma 1, we have

E[L] _ E[mw) _ E[Q(n)]
K L = -
urtmveG (L) = (E[£2])2 ~ (E[m™n)2])2  (E[Q(n)2])2
_ 48T (Y327 (8] T (8] +12(T1[E%])*+127+(E%] (Tr[8])* +(Tr[E])*

(21r(22)+(17(=))2)

Next, we can obtain

48Tr[E%) < 134 (Tr[E%))* + $Tr[E?|(Tr[E])* + 3 (T7(E])*

and 32Tr["3]Tr[ ] < 32Tr[E%(Tr[E])%>. Thus, we get
3 (4Tr[E2)+4Tr[E2)(Tr(E])2+(Tr[E])*) 35

Kurtyva(£) < ATrE2 AT B (TrE)2H(TrE)Y 37

which concludes the proof. O
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Theorem 9. The skewness of the distribution of L in the
RISMG mechanism is % which is larger than that of the
classic Gaussian mechanism, of the analytic Gaussian mech-
anism, and of the MVG mechanism, i.e., the PDF of L in
the RISMG mechanism is more right-skewed than that in the
classic Gaussian, in the analytic Gaussian, and in the MVG
mechanism.

Proof. The proof follows the same procedure as the proof of
Theorem 8, thus we only show the key steps here.
For the proposed R1ISMG, we have skewrismg(£L) =

1
3,3T6+3)
B _ _Eed)] _ T sy
ELD? T (E[won?]) (0&2 r<z+%>>3/2 .
o
For the classic Gaussian mechanism, one can verify that
593 r<3+M%) r(pzﬁ)
skewg (L) = e = ( < #NM > 1.
)

(ot )3/2 (ra%)”
¢ r(4)
The same analysis holds for the analytic Gaussian mecha-

nism, as it adds i.i.d. Gaussian noise with variance 63.
For the MVG mechanism, it is easy to check that

_ E[£Y] _ E[(n"n)?]
skewmva(L) = grapn BT n)) 7
r[E3 F[E2THE r[E])3
(8” I+6Tr(E]T7] ]+(T/[ ) ) E =X ® W. Besides, we

(& +(rrE)2) ™’
have shown that for any positive integer k, ki, and ks,
we have (Tr[E])* > Tr[E¥ and Tr[EM)(Tr[E])% >
Tr[EM1+%2], Thus, one can check that (skewmyg(L))? =

2 3
(8Tr[E3 )46 TH{E]+ (T/(E])* ) % (2rr(EY+(1r(E))?)

, 1.e.,
(2Tr[32]+(Tr[E])2)3 (2Tr[52]+(Tr[E])2)3
SkCWMV(;(L) < % O

Remark 2. We can consider the univariate Gaussian with
unit covariance, i.e., 9\[(,u, 1), as a reference distribution,
whose kurtosis value and skewness value are 3 and 0, re-
spectively. Then, it suggests that the distribution of L in the
RISMG mechanism are much more leptokurtic and right-
skewed than N (u,1). Moreover, since the noise used in the
classic Gaussian, analytic Gaussian, and MVG mechanisms
are characterized by full-rank covariance matrices, their kur-
tosis values and skewness values asymptotically converge to
34 12/H and \/8/H, respectively [25] (H is the degree of
freedom of the obtained L, and H = M for f(x) € RM). It
means that the distributions of L in the Gaussian mechanism
and MVG are similar to N (u,1) when M is large.

In Section 7.1, by using 2D count query as an example, we
will empirically show that the distribution of £ obtained in
the RISMG mechanism is more leptokurtic and right-skewed
than those of the classic Gaussian, the analytic Gaussian, and
the MVG mechanisms (cf. Figure 5). In other words, the
R1SMG mechanism can provide differentially private query
results with the highest accuracy stability.

Based on the above theoretical analysis, we can have the
following corollary.

Corollary 2. The RISMG mechanism outperforms the classic
Gaussian, the analytic Gaussian, and the MVG mechanism,
because it boosts the utility of the query results by achieving
lower expected accuracy loss and higher accuracy stability.

7 Experiments

In this section, we conduct three case studies to validate the
utility boosting achieved by the R1SMG mechanism, i.e., 2D
count query, principal component analysis (PCA), and deep
learning, all in a differentially private manner. The query re-
sults of these case studies are either matrices or tensors, so the
R1SMG, classic Gaussian, and analytic Gaussian mechanisms
will first generate noise in vector form, and then reshape the
noise into the forms required by different studies.

7.1 Case Study I: Uber Pickup Count Query

In this case study, we utilize the New York City (NYC) Uber
pickups dataset [2], on which we are interested in releasing
the counts of Uber pickups in different areas of NYC from
“4/1/2014 00:11:00” to “4/3/2014 23:57:00” in a differentially
private manner. The size of the count query f(x) is deter-
mined by the partition areas (defined later) of NYC. Location
and trajectory privacy breaches have been reported and inves-
tigated in several research works [23,32,35,46]. Thus, it is
important to guarantee that the existence or absence of any
pickup record is private when sharing the count query.

In particular, we partition the map of NYC into small areas
by evenly dividing the latitude and longitude into 89 disjoint
intervals. As a result, the considered query is f(x) € R89%89
whose entries record the number of Uber pickups in different
small areas. The squared sensitivity of this query is 2, because
the absence or presence of a specific pickup can change at
most 2 entries of f(x) by 1. We also consider that the data
consumer (i.e., the query result recipient) has the prior knowl-
edge of the valid pickup areas in the resulted 89 x 89 small
areas. Thus, he can perform post-processing on the noisy
count query to eliminate the values in invalid areas (e.g., it is
impossible to have Uber pickups over the Hudson River). We
visualize the non-private Uber pickup count query in Figure
4(a). We observe high volumes of pickups around Soho, Fifth
avenue, and LaGuardia Airport.

Comparisons with Mechanisms. In additional to the
(g,8)-DP output perturbation mechanisms, i.e., the classic
Gaussian, analytic Gaussian, MVG, and MGM (a variant of
MVG [47]) mechanisms, we also compare the R1ISMG mech-
anism with the mechanisms that are specially developed for
differentially private 2D count queries. In particular, they are
(i) DAWA [31], which obtains differentially private count
queries by adding noise that is adapted to both the input data
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Figure 4: Visualization of (a) non-private counts, (b)-(h) are
differentially private 2D counts obtained by the R1SMG, clas-
sic Gaussian, analytic Gaussian, MVG, MGM, DAWA, and
Hj, mechanisms, respectively. € is 107> for the RISMG mech-
anism and is 0.5 for the other mechanisms.

and the given query set, and (ii) Hj [38], which answers range
queries using noisy hierarchies of equi-width histograms.

Results. We visualize the differential-privately released
count queries obtained by the RISMG and the other compar-
ing mechanisms in Figures 4(b)-(h). The privacy budgets for
all the comparing mechanisms are € = 0.5 and 8 = 10~7. For
the RISMG mechanism, we set € = 1075 < % according to
Remark 1.

Clearly, the R1SMG mechanism outperforms all the com-
paring output perturbation mechanisms (i.e., Figure 4(c)-(f))
even under a very restricted privacy budget, as it preserves
the global and local patterns of the non-private count query
in Figure 4(a) in the best way. In contrast, the classic Gaus-
sian, MVG, and MGM mechanisms greatly compromise the
utility of the count query results although their privacy bud-
get is 10* times as large as that of our RISMG mechanism.

For example, in Figures 4(c), (e), and (f) many areas on the
Manhattan island have no pickup counts, and the maximum
count is also increased significantly (i.e., higher than 60, 50,
and 40, respectively, compared to the non-private maximum
count which is only around 27). Although the analytic Gaus-
sian mechanism outperforms the classic Gaussian and MVG
mechanisms by calibrating the noise variance exactly, it still
introduces noise with higher magnitude than the RISMG
mechanism. Finally, we observe that the R1ISMG mechanism
has comparable performance with DAWA and H, that are
developed specially for differentially private range queries.
Note that DAWA has slightly better results because it is data-
dependent (the noise is customized to the input data [31]), and
that Hj, adopts “constrained inference” (an accuracy boosting
scheme) to control the mean square error of counting queries
at various granularities. Moreover, not only does the RISMG
mechanism introduces comparable errors with those by the
two task-specific mechanisms under a much stricter privacy
guarantee, but also it is very promising in other real-world
tasks because it is not task-dependent.

Utility boosting and stability. Next, we empirically cor-
roborate that the RISMG mechanism boosts the utility of
the NYC Uber pickup count query by achieving lower accu-
racy loss and higher accuracy stability. Specifically, by setting
€ = 107 for the RISMG mechanism and € = 0.5 for the
other mechanisms and 8 = 10~7, we repeat the noise gener-
ation process 100 times for the RISMG, classic Gaussian,
analytic Gaussian, and MVG mechanisms, respectively, and
calculate the accuracy loss (i.e., £, in Definition 1). In Figure
5, we plot the corresponding histograms, empirical average
values of L, and the empirical PDFs, obtained by different
mechanisms. In particular, Figure 5(a) plots the histograms
of L for various mechanisms on the same x-axis, and Figure
5(b) is the zoomed in histograms for each mechanism. Figure
5(c) demonstrates the empirical PDF and mean of £ for each
mechanism on the same x-axis, and Figure 5(d) shows the
corresponding zoomed in plots.

Figure 5 shows that the empirical mean accuracy loss ob-
tained by the RISMG mechanism is less than those obtained
by the other mechanisms, in spite of the fact that the privacy
budget is smaller than 1/10* of the others. This means that
under very restricted privacy guarantee, the R1ISMG mecha-
nism is able to introduce additive noise with small magnitude
(squared Frobenius norm), which lead to lower empirical accu-
racy loss. In particular, £ obtained by the R1SMG mechanism
is around 1.5 x 10%* when & = 107>, whereas, £ obtained by
the other mechanisms are around 5 x 10* even with € = 0.5.
We can also find that the histogram and the empirical PDF of
L obtained by the RISMG mechanism are much more lep-
tokurtic and right-skewed than those achieved by the others.
Particularly, in Figure 5(d), compared with those obtained
by the other mechanisms that have bell shapes, the empirical
PDF of L achieved by the RISMG mechanism has a longer
and fatter tail, a higher and sharper central peak, and the den-

948 33rd USENIX Security Symposium

USENIX Association



[=2]
=]

Histogram of L in R1SMG
Histogram of L in classic Gaussian
Histogram of L in analytic Gaussian
Histogram of L in MVG

N
o
|

Histogram of L
N
o

L x10*

(a) Histogram of L for various mechanisms
x107*

—— Empirical PDF of L in R1SMG

{~-~- Empirical mean of L in R1SMG

—— Empirical PDF of L in classic Gaussian
{~-~- Empirical mean of L in classic Gaussia
—— Empirical PDF of L in analytic Gaussia
-~ Empirical mean of L in analytic Gaussin;
Empirical PDF of L in MVG

Empirical mean of L in MVG:

= n
)

Empirical PDF of L

o
o
T

o

—

7 8

L x10*

o
N
w
I
@
>

(c) Empirical PDF and mean of £ for various mechanisms

a o
; 50 Histogram of L in RISMG g 2
g g Histogram of L in classic Gaussian
3 210
° i)
2 g k F | Bl L
T o 2 4 6 8 T 55 6 65 7
L «10* L x10*
a o
=40 530
S Histogram of L in analytic Gaussian | [ Histogram of Lin MVG |
3 €20
g20 g
g 210
17} ]
2 o . 8 g .
T 35 4 45 T 6 65 7 7.5

L «10* L x10%

(b) Histogram of L (zoomed in)

s x104

+— EmpiricgPDF pf L \classic Gaussian
----Emp.ryZ\ mear of L iflassic Gaussiar

5 6 65 7 75
L %10*

x10
—— Empirical PDF of L in R1SMG
-+ Empirical mean of L in R1SMG
!
i

o

)

o
o

2 4 6 8
L x10%
x10*

f— Empirjdal PDF o\, in analytic Gaussian|
-~ Empifical megn of I analytic Gaussiat

4 45 .5 6 6.5 7 75 8
L x10* L x10*

<10

Empirical PQF of L in MVG
Empirical meaq of L in MVG

o =

Empirical PDF of L Empirical PDF of L
Empirical PDF of L Empirical PDF of

@«
2
o

(d) Empirical PDF and mean of £ (zoomed in)

Figure 5: Accuracy loss introduced by different output perturbation mechanisms when & = 10~7, ¢ = 10~ for the RISMG

mechanism and € = 0.5 for the other mechanisms.

sity is more densely distributed on the left side. The results
corroborate the analysis in Remark 2. Thus, under very strict
(g,0)-DP requirement, it is still less likely for the RISMG
mechanism to generate additive noise with large magnitude.

7.2 Case Study II: PCA

In this case study, we explore differentially private princi-
pal component analysis (PCA) using the Swarm Behaviour
dataset [1]. It contains 24016 records of flocking behaviour
(i.e., the way that groups of birds, insects, fish or other animals,
move close to each other). Each record has 2400 features char-
acterizing a flocking observation, e.g., radius of separation
of groups of insects, moving direction, moving velocity, etc.
Each data record is assigned a binary label, and “1" represents
“flocking behavior" and “0" represents “not flocking". The val-
ues of all features are normalized between —1 and 1. Similar
to [11], we consider the query f(x) as the covariance matrix
of this dataset, i.e., f(x) = DTD/ 24016 € R2400x2400 \where
D € R24016x2400 denotes the considered Swarm Behaviour
data.* Then, the [, sensitivity of the query function is A, f =

su D1 ()" Dy () =Da ()" Da(i)llF _ \/2x2400% _ 2400v/2
Pp, D, 24016 = T 24016~ 24016 ©
We conduct singular value decomposition on the queried

result (i.e., the noisy empirical covariance matrix) to extract
the components of the dataset. The considered evaluation
metric is the total deviation which is defined as A = Y241 A; =
2?2‘{1 A — V,-TC\7,-|, where C is the ground-truth (non-private)
empirical covariance matrix, A; is the ith eigenvalue of C, and
v; is the ith differentially private component (eigenvector).
Specifically, A; quantifies the deviation of the variance from
A; in the direction of the ith component. The smaller A is,

4Since covariance matrices are symmetric, the data consumer will perform
post processing (M (f(x)) + M (f(x))T)/2 to obtain symmetric result. The
privacy guarantee naturally holds due to the post-processing immunity [17].

the higher utility the obtained components have, and we have
A = 0 for the non-private baseline.

Since PCA usually serves as a precursor to classification
task, we also evaluate the utility of the queried data by project-
ing the dataset onto the subspace spanned by the first 20 PCs
obtained from various noisy covariance matrices, and then
measure the classification accuracy using the projected data.
The higher the classification accuracy, the higher the utility
of the perturbed covariance matrix. In the experiments, we
use 60% and 40% of the dataset for training and testing, re-
spectively, and the classification algorithm is the linear SVM.
Note that the accuracy of the non-private baseline (i.e., clas-
sification using the original dataset project onto the first 20
PCs of the original covariance matrix) is 96.89%.

Comparisons with other Mechanisms. In addition to
the output perturbation mechanisms, we also consider the
principal components obtained from 3 task-specific differen-
tially private algorithms designed specially for PCA, i.e., (i)
PPCA [12], which generates privacy-preserving components
by sampling orthonormal matrices from the matrix Bingham
distribution parametermized by the original non-private em-
pirical covariance matrix scaled by the privacy budget, (ii)
MOD-SULQ [12], which directly perturbs the covariance
matrix using calibrated Gaussian noise, and (iii) the Wishart
mechanism [24], which perturbs the empirical covariance
matrices using noise attributed to the Wishart distribution.

Results. In this experiment, we vary € from 0.2 to 1.6 and
set 8 = 10~ for all the comparing mechanisms and let the
privacy budget of the RISMG be only 1/107 of the others
according to the discussion in Remark 1.

Figure 6(a) and (b) plot the total derivation (A) and classifi-
cation accuracy on the projected testing data obtained from all
mechanisms. Obviously, the R1SMG mechanism has high util-
ity although its the privacy budget is extremely limited, e.g.,

USENIX Association

33rd USENIX Security Symposium 949



o o 9o
2 o @
S 2 8

o
©

o
®
=3

e +RTSMG

,,,,,, Z &~ ~"]» classic Gauss
£ - analytic Gauss.
MVG

Total deviation (A)

Classification accuracy
o o
® ®
2 8
~

MGM
|#+-PPCA
[=-MOD-sULQ

analytic Gauss.
MVG A
& Wishart

0.5 1 15 0.5 1 15
€ €

[
o
3
S

o Q
°
®
8
«

o
o
R

(a) Deviation versus €. (b) Accuracy versus €.

Figure 6: Utility of the noisy covariance matrices obtained by
various mechanisms. (a) The total deviation. (b) The classifi-
cation accuracy measured on the projected testing dataset. €
used in the RISMG mechanism is only 1/107 of the others.

€ < 1077, which is also close to the non-private baselines (i.e.,
A =0 and 96.89% accuracy). This is because the RISMG
mechanism introduces perturbation noise of much smaller
magnitudes in spite of very strict privacy guarantee, compared
with the other mechanisms. Taking the MVG mechanism for
example, according to Theorem 3, even when € = 1.6 and
8 =107, MVG requires ||c(Z~1)||2||[c(¥")[]> <0.011 to
achieve the desired privacy guarantee. This means that the co-
variance matrices will have very large singular values, which
implies large expected accuracy loss (as discussed in Section
3) and causes the original data be overwhelmed by the addi-
tive noise. In fact, according to [11], for the MVG mechanism
to have a decent performance on differentially private PCA,
it requires € > 5. Moreover, in this case study, the RISMG
mechanism even has similar utility performance of that of the
task-specific mechanisms including PPCA, MOD-SULQ, and
Wishart. In other words, under very limited €, the RISMG
mechanism not only achieves very small A, but also gives
high classification accuracy. This suggests that RISMG is
very promising in boosting the accuracy of high-dimensional
differentially private query even if € < 1. Note that in this
study, the R1ISMG mechanism also achieves the most stable
accuracy, i.e., the accuracy loss introduced by it has leptokur-
tic and right-skewed histogram and empirical PDF, but the
others still have bell-shaped empirical PDFs (similar to Figure
5). We omit the plots due to space limit.

7.3 Case Study III: Deep Learning with DP

In this case study, we conduct preliminary validation to assess
the feasibility of replacing the classic Gaussian mechanism
with the RISMG in the DPSGD (differentially private stochas-
tic gradient descent) optimization framework [3], and demon-
strate that RISMG can boost the utility (testing accuracy) of
a differentially-private deep learning model and improve its
training efficiency by reducing the number of epochs. Please
note that this case study is not intended to be thorough or com-
prehensive, as differentially-private deep learning constitutes
a distinct research direction in its own right.

As a proof of concept, we consider the MNIST [30] and
CIFAR-10 [28] dataset, and compare our R1SMG-based
DPSGD with the seminal work of DPSGD in deep learn-
ing (Abadi et al. CCS’16 [3]). For a given deep neural net-
work, Abadi et al. introduce calibrated i.i.d. Gaussian noise
(AL(0,62CI)) to the gradients computed on grouped batches
of training data, where C is a norm clipping parameter to con-
trol the sensitivity (Algorithm 1 in [3]). They also developed
the privacy accountant scheme to tightly bound the cumula-
tive privacy loss for the entire training process. In particular,
the total privacy budget (€, ) is determined by noise level G,
sampling ratio ¢, and the number of epochs E (so number of
gradient descent steps is T = E/g).

In the experiment, we give our RISMG-based DPSGD
the same total privacy budget (g,d), C, g, and E as those of
DPSGA in [3]. Then, we amortize (€, d) to all gradient descent
steps in our R1SMG-based DPSGD, i.e., each step is assigned
with (g9,d¢). Although &y might go beyond the upper bound
discussed in Remark [, it makes the comparison with DPSGD
clear and straightforward. To be more specific, (€9,d) is
obtained by solving the following equations formulated using
the strong composition theorem [19] considering % repetitive
executions of gradient descent.

€

y 2¢1n (%?(qeo) +£(qe0) (e<q8°> - 1) a6
6= i (g80) + 6

where ggg and ¢y are due to privacy amplification via sam-
pling [6,26] (see discussion on page 3, right column of [3]).
For example, based on the TensorFlow tutorial for DPSGD
on MNIST [36], when C= 1,6 = 1.1, g = 2%, and E = 30,
it leads to € = 1.795. Then, setting § = 107>, & = 10710
and solving (16), we have (g9,89) = (0.71,3.33 x 1077).
When C = 1,6 =05, ¢ = goss, and E = 30, it leads
to (16.983,1073)-DP for DPSGD, which makes (g9,8¢) =
(5.42,3.33 x 1077) for each gradient descent step in our
R1SMG-based DPSGD.

Note that using strong composition theorem to assign
amortized privacy budget to each step of our R1ISMG-based
DPSGD gives more favor to the classic Gaussian mechanism
based DPSGD in the comparison. This is because strong com-
position is much looser than the privacy accountant scheme
used in DPSGD (empirically validated by Figure 2 of [3]).
Thus, the amortized (€9,dp) can be limited. Developing a
tight composition framework for the RISMG mechanism in
SGD-based learning will be a separate research topic.

Even though the original DPSGD is given more favor in
the comparison, our RISMG-based DPSGD still outperforms
it by achieving higher training and testing accuracy. We first
show the comparison results on MNIST using the above pa-
rameters setups in Figure 7. In particular, Figure 7(a) and (b)
show the training and testing accuracy on MNIST for the first
30 epochs achieved by various approaches when the entire
learning process is (1.795,1073)-DP and (16.983,1073)-DP
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(parameters discussed above), respectively. The blue lines and
dashed lines in Figure 7 are the result of non-private SGD
(the one uses original gradients calculated from the data).
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(a) The entire process
is (1.795,107°)-DP.

(b) The entire process
is (16.983,1073)-DP.

Figure 7: Training and testing acc. on MNIST.

Compared with DPSGD, R1SMG-based DPSGD achieves
higher training and testing accuracy in just a few epochs for
the MNIST dataset. For example, when the total privacy bud-
get is (16.983,1073), our method achieves 95% accuracy on
the testing dataset using 5 epochs, whereas DPSGD requires
14 epochs. Our RISMG-based DPSGD also leads to perfor-
mance that is closer to the non-private baseline, because even
though the amortized privacy budget for each R1SMG-based
DPSGD step is limited, the magnitude of the perturbation
noise introduced by the RISMG mechanism is much less
than that required by the classic Gaussian in DPSGD.
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(b) The entire process
is (20.713,1073)-DP.

Figure 8: Training and testing acc. on CIFAR-10.

Then, we conduct the experiments on CIFAR-10 dataset
with the same parameter setups while using 100 epochs,
i.e., E = 100. We also adopt the network architecture from
the TensorFlow CNN tutorial [44]. The privacy budget for
each step of RISMG-based DPSGD, i.e., (€,9) is also
decided by solving (16) numerically. In particular, when
6 = 1.1 and ¢ = 0.5, the entire process of DPSGD is
(2.673,107°)-DP and (20.713,1073)-DP, respectively, which
make (€9,80) become (0.54,1077) and (3.52,1077), respec-
tively, for R1SMG-based DPSGD. The comparison results are
shown in Figure 8. Clearly, our RISMG-based DPSGD still
outperforms DPSGD, i.e., both training and testing accuracy
achieved by R1SMG-based DPSGD are closer to the non-
private baselines compared with those achieved by DPSGD.
In particular, RISMG-based DPSGD improve the training ef-
ficiency by achieving a higher training accuracy (e.g., > 80%)
in much fewer epochs compared with the original DPSGD.

8 Related Work

Many works have attempted to improve the classic Gaussian
mechanism. Here, we review some representative ones.

The analytic Gaussian mechanism proposed by Balle et
al. [5] (see Theorem 2) improves the classic Gaussian mecha-
nism by calibrating the variance of the Gaussian noise directly
using the Gaussian cumulative density function instead of the
tail bound approximation, and develop an analytical solution
to the variance given specific choices € and 8. Although this
mechanism can reduce the magnitude of the noise when per-
turbing a scalar-valued quantity, it still suffers the curse of
full-rank covariance matrices when applied to perturb high-
dimensional query result (as discussed in Section 3).

Zhao et al. [48] investigate the classic Gaussian mechanism
under high privacy budgets, i.e., € > 1, and derive a closed-
form upper bounds for the noise variance used in the analytic
Gaussian mechanism. Their mechanism can achieve utility
higher than the classic Gaussian mechanisms, but still lower
than the analytic Gaussian mechanism.

Chanyaswad et al. [11] (see Definition 4 and Theorem 3)
propose the MVG mechanism and develop the technique of di-
rectional noise to restrict the impact of the perturbation noise
on the utility of a matrix-valued query function. However, to
obtain the directional noise, one either needs a domain expert
to determine the principal components of the queried data or
has to calculate them via principal component analysis which
consumes some privacy budget.

Some other variants of the classic Gaussian mechanism
includes the Generalized Gaussian mechanism [33], which
investigates noise calibration under the general [, sensitivity,
and the discrete Gaussian mechanism [9], which uses noise at-
tributed to discrete Gaussian distribution to protect the privacy
of query results in a discrete domain.

Our proposed R1SMG mechanism differs with the above
mechanisms, as we explicitly require the covariance matrix of
the additive noise to be rank-1. Thus, the RISMG mechanism
lifts the identified curse and boosts the utility of query results
leading to guaranteed DP at much lower cost of accuracy loss.

9 Conclusions

In this paper, we developed a novel DP mechanism, i.e.,
R1SMG, to boost the utility and stability of differentially-
private query results. We first identify the curse of full-rank
covariance matrices in all existing Gaussian-based DP mech-
anisms. Then, we lift the curse by developing R1SMG which
perturbs the query results using noise that follows a singular
multivariate Gaussian distribution with a random rank-1 co-
variance matrix. We rigorously analyze the privacy guarantee
of the RISMG mechanism, and theoretically demonstrate that
it can achieve much lower accuracy loss, particularly, on a
lower order of magnitude by at least M or MN, and much
higher accuracy stability as well, than the classic Gaussian,
analytic Gaussian, and the MVG mechanisms.
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A Proof of (e) in Equation (5)

def def
Define 6(X) = [aj,az,...,ay| and 6(¥) = [b1,b2,...,by].
Since £,¥ € PD and they are both symmetric, we have a,, >
0,Vm € [1,M] and b,, > 0,Vn € [1,N]. Then, to prove (e) in
(5), we essentially need to show that

M N
M N
ay x| Y. b > x .an
" M1 M1
m=1 n=1 \/Zmzl @2, \/anl b2

A}Q)ply harmonic mean-geometric mean inequality to
a%,a3,...,as, we have

2,2 2 |
a;+a5+...+a M
Wg(ﬁﬂg...aﬁ)”ﬁ (18)

Similarly, for aiz,aiz,...,aiz,we have

1 2 M

Lyt g
a9 a ay >

i > 19)

/)
B =
l\)QN‘ =
%
= =
N——
-

Multiplying (18) and (19) gives

1 1 1
a+d+...+a} o E"_E"_ “+@
M M

1
1 M
v 1 1 1
2 2 2 \M
ar 43 am

Taking square root of the above, we have

o

2 M1
-1 am \/Zmzl 2z M
X T >1e a,2, >
\/M \/M mgl 1 m=1 g2
- um
By applying the same procedure on [by,by,...,by], we
have \/ﬂ > % Thus, (17) is proved, and the
n=1 g

step (e) in (5) follows.

B [E[L] versus M for Various Mechanisms

Next, we empirically investigate the accuracy loss of the query
results f(x) € RM when M increases. In Figure 9, by assum-
ing Ay f = 1, varying M from 107 to 10°, and fixing = 1071,
we plot the expected accuracy loss introduced by the R1ISMG,
classic Gaussian, and analytic Gaussian mechanisms when
g€ {1077,1078,1077}. Note that we do not include MVG
mechanism in the comparison, because (i) it requires the prior
knowledge of Y= sup, || f(x)||r, which depends on specific
datasets and applications (e.g., see Theorem 3), and (ii) it will
introduce more noise than the analytic Gaussian mechanism.
From Figure 9, we observe that, for both classic and ana-
lytic Gaussian mechanisms, the expected accuracy loss (i.e.,
Tr[(SleX m] and Tr[(S/Z\IMX m]) scales linearly with M, which
validates our theoretical findings in Section 3. In contrast,

10%

10%

%

102

Expected accuracy loss

109

B

‘0“1102 10° 10* 10° 108
M
Figure 9: Expected accuracy loss of the RISMG, classic Gaus-
sian, and analytic Gaussian mechanisms under increasing

query size when e € {1077,1073,10™°} and § = 1071°.

as M increases, the expected accuracy loss incurred by the
RISMG mechanism (i.e., Tr[Il] = 6.) decreases and con-

verges to M. Thus, the RISMG mechanism not only
breaks the curse of full-rank covariance matrices, but also
significantly improves the accuracy (utility) of the perturbed
f(x), as it is able to achieve (g,d)-DP by using much weaker
noise even when the dimension of f(x) increases.

C Potential Improvement of the MVG

When studying the MVG mechanism, we observe one poten-
tial solution to improve its privacy guarantee. In particular,
one intermediate step in the proof of the MVG mechanism
requires deriving an upper bound for

&[T IATE Y
(20)
+¥(D)TET (Do) - (D)TET (D)),

where Y stands for the output of the MVG mechanism and
A= f(Dy)— f(Dy) (see [11] page 244, right column). Due to
the negative sign in the fourth term, the authors simply bound
its absolute value, i.e., |7r[¥~' f(D1)TE"' f(D1)]|, which
results in a very loose upper bound related to the quadratic
form in the Frobenius norm of the matrix query result (i.e, y*
in Theorem 3), and further compromises the utility.

In fact, the original proof of the MVG mechanism can be
improved if we apply the transformation

Tr[® " f(D2) 27 f(D2) = F(D)TET F(D)] =

Tr[® " (F(D2) £ (F(D2) — £(D1)) + (f(D2) — £(D1)) 271 (D)),

and rewrite & as
»=Tr[¥ (Y £(D2) = A+ W IATET (Y - f(D))) .

Then, we can bound & using singular values, and hence the
quadratic form in the Frobenius norm of the query result
can be completely removed. We do not follow the above
steps to further develop an improved version of the MVG
mechanism, because the improved version is still a “victim”
of the identified curse of full-rank covariance matrices.
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