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Abstract

Deep neural network (DNN) models are valuable intellectual
property of model owners, constituting a competitive advan-
tage. Therefore, it is crucial to develop techniques to protect
against model theft. Model ownership resolution (MOR) is
a class of techniques that can deter model theft. A MOR
scheme enables an accuser to assert an ownership claim for a
suspect model by presenting evidence, such as a watermark
or fingerprint, to show that the suspect model was stolen or
derived from a source model owned by the accuser. Most
of the existing MOR schemes prioritize robustness against
malicious suspects, ensuring that the accuser will win if the
suspect model is indeed a stolen model.

In this paper, we show that common MOR schemes in
the literature are vulnerable to a different, equally important
but insufficiently explored, robustness concern: a malicious
accuser. We show how malicious accusers can successfully
make false claims against independent suspect models that
were not stolen. Our core idea is that a malicious accuser can
deviate (without detection) from the specified MOR process
by finding (transferable) adversarial examples that success-
fully serve as evidence against independent suspect models.
To this end, we first generalize the procedures of common
MOR schemes and show that, under this generalization, de-
fending against false claims is as challenging as preventing
(transferable) adversarial examples. Via systematic empiri-
cal evaluation, we show that our false claim attacks always
succeed in MOR schemes that follow our generalization, in-
cluding in a real-world model: Amazon’s Rekognition API.

1 Introduction

Deep Neural Networks (DNNs) have been used extensively
in many real-world applications such as facial recognition
[35,50,66], medical image classification [73] and autonomous
driving [40]. However, training DNNS is expensive due to the
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high costs of preparing training data and fine-tuning models.
Therefore, DNNs confer a competitive advantage to model
owners who would like to prevent theft and unauthorized
redistribution of their source models. A thief may deploy a
stolen model for profit. The stolen model can be an exact copy
of the source model (with possible subsequent refinement) or
a surrogate model extracted by querying the source model’s
inference interface.

Model ownership resolution (MOR). Preventing model
stealing is difficult [2,9,23,28], but mechanisms for detecting
a stolen model and resolving ownership serve as powerful
deterrents. A model ownership resolution (MOR) scheme en-
ables an accuser (A) to present evidence, such as a watermark
or fingerprint, to a judge () and claim that a model held by a
suspect (S) is a stolen model.

DNN watermarking [1,32,72] is one type of MOR; it em-
beds a watermark into a DNN during training. A watermark
typically consists of a set of samples with incorrectly assigned
labels, known as the trigger set. The model owner uses the trig-
ger set, along with the training set, to train the source model.
The watermarked source model, and any model derived from
it, will perform differently on the trigger set compared to other
independent' models. Therefore, the trigger set can help to
resolve the ownership.

DNN fingerprinting is another type of MOR, which extracts
a unique identifying code (fingerprint) from an already trained
model. Unlike watermarking, which embeds a watermark into
a DNN during training, fingerprinting does not require any
changes to the training phase and hence does not sacrifice
model accuracy. Similar to watermarking, verification of a
fingerprint involves querying a suspect model using a trigger
set that corresponds to the fingerprint.

False claims against MOR. Most of the existing MOR
schemes prioritize the robustness against a malicious sus-
pect: they try to make sure that the accuser will win the case if
the suspect model is indeed a stolen model. In this paper, we

"Henceforth, we use “independent models” to represent models that are
independently trained for the same task as A4’s source model.
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focus on a different under-explored robustness problem: that
of a malicious accuser. Specifically, we investigate whether
a malicious accuser can falsely claim ownership of an indep-

Table 1: Summary of frequent notations.

dent suspect model that is not a stolen model.

We posit that the robustness of a MOR scheme against
malicious accusers is just as crucial as its robustness against
malicious suspects. Indeed, if a malicious accuser can falsely
claim ownership of independent models, the corresponding
MOR scheme will not be useful in settings that need to resolve
legal model ownership.

The judge’s MOR decision is based on the inference results
of a suspect model on the trigger set. Our intuition is that
a malicious accuser can construct a trigger set in a way to
raise false positives for all independent models. This can be
achieved via (the transferability of) adversarial examples. To
demonstrate the ubiquity of this attack, we first generalize
the procedures for common MOR schemes, and then show
that any MOR scheme following our generalization is suscep-
tible to this attack. We survey 16 MOR schemes and show
that our generalization can effectively capture these surveyed
schemes.” We empirically evaluate several well-known MOR
schemes [1,24, 39,43, 59] to show that all of them are vul-
nerable to our false claim attacks. Specifically, we attempt to
falsely claim models trained from CIFAR-10 and ImageNet,
as well as the model behind Amazon Rekognition API [54].
Our evaluation shows that, in realistic configurations, our false
claims can succeed against all evaluated MOR schemes for
all models.

We summarize our contributions as follows:

* We present a generalization of MOR procedures, and an
adversary model for malicious accusers. (Section 3) We
show that all secure MOR schemes follow our general-
ization; (Section 4)

* We show that false claims against these schemes can al-
ways succeed, unless (transferable) adversarial examples
can be prevented; (Section 5)

* We empirically evaluate these schemes including on a
real-world model held by Amazon, to show that our false
claim attacks do succeed?; (Section 6)

* We provide some guidance on augmenting MOR
schemes to withstand our attacks. (Section 7)

2 Preliminaries

In this section, we provide some fundamental concepts to
facilitate the understanding of this paper.

2Parameter-encoding watermarking schemes do not conform our gener-
alization. However they are known to be not robust [68]. (cf. Section 9)
3Source code at https: //github.com/ssg-research/Falseclaims

Notation Description

Aa Accuser

S Suspect

J Judge

Fgq source model

Fg suspect model

moc g a model ownership claim submitted by 4
50 ground-truth function

v() a verification function

cm a cryptographic commitment
X a sample

X a set of samples

y a label

y a set of labels

T a decision threshold

MOR model ownership resolution
MORacc MOR accuracy

€ pre-pixel perturbation bounds

2.1 Deep neural networks (DNN)

A deep neural network (DNN) model is a mathematical func-
tion F that assigns a label y to a sample x:

y <+ F(x).

A DNN consists of a series of layers, with each layer em-
ploying a linear function followed by an activation function.
In particular, the softmax activation function is commonly
employed in the output layer to convert likelihood scores into
class probabilities.

To train a DNN, it is necessary to specify a differentiable
loss function L that serves as an objective during the optimiza-
tion process. The cross-entropy loss is a commonly used loss
function in DNN training, which quantifies the discrepancy
between the predicted output of the model and the ground
truth label.

A black-box deployment of a DNN exposes only the API
of the model: given an input, the DNN API returns a class or
class probabilities.

2.2 Adversarial examples

Adversarial examples were first reported in 2013 as slightly
perturbed images that nudge DNNs into making incorrect
predictions. Such adversarial examples look almost the same
as original images and were seen as a systematic vulnerability
in DNNs [19]. Since then, they have been explored extensively
in both attacks [16, 58] and defences [4,7,41,49,67,76].

6886 33rd USENIX Security Symposium

USENIX Association


https://github.com/ssg-research/Falseclaims

An adversarial example is generated by solving:

r=argminL(F (x+7),y") +0|r(|,

where y' is different from the real label y for x. Then, the noise
r can fool the DNN into predicting a wrong label (by mini-
mizing the loss function) with imperceptible perturbations.
It is well-known that adversarial examples are transferable:
the adversarial examples generated for one model could mis-
lead another model [36,47,48]. Such a property can be lever-
aged to generate adversarial examples for black-box models.

2.3 Model extraction

Model extraction is a kind of black-box attack aiming to ob-
tain an extracted model that is functionally equivalent to the
victim model. Black-box refers to an attacker who gleans
information from the victim model solely by interacting with
its prediction API: they choose queries (inputs) and obtain
the corresponding labels. Using that information, they train
their own model.

It is commonly assumed that the attacker does not know the
exact architecture or the training data used to train the victim
model. However, they can choose an architecture suitable for
the task and appropriate data to execute the attack.

Model extraction is effective in various tasks: image clas-
sification [13, 23, 26, 45, 48, 63], image translation [60],
NLP [28,65], and others [22,62].

3 MOR: Generalization

In this section, we aim to generalize the procedures for com-
mon MOR schemes and define the capabilities/goals of a
malicious accuser. Table | summarizes our notations.

3.1 MOR procedures

A MOR scheme typically consists of two procedures:

* claim generation allows the owner (who can later act
as an accuser A4) of a model Fg to generate a model
ownership claim moc 4 (watermark/fingerprint) for Fg;

e claim verification allows a judge J to use moc g to deter-
mine whether a model Fs held by a suspect S is a stolen
model that is derived from Fg.

Next, we formally define these two procedures, attempting to
cover most MOR schemes.

Claim generation. Given Fg, A4 creates moc g4, which is for-
mally defined as follows:

Definition 1. A model ownership claim for a model Fg is
defined as moc g = (X,y,aux,cmg), where X is a set of data
samples, y is the corresponding set of labels, aux is auxil-
iary information, and cmg is a cryptographic commitment of
(A4,Fq,x,y,aux) which receives a secure timestamp that can

be verified by 9, for example by posting the commitment on a
timestamped public bulletin board. The trigger set is (X,y).

We remark that most MOR schemes (except DAWN [59])
do not explicitly mention that the commitment is timestamped,
and some do not even mention commitments at all. We add
timestamped commitments to our definition for two reasons:

* Without them, false claims are easier (cf. Section 8). We
consider the most difficult setting for our attack.

* Integrating them into existing MOR schemes is straight-
forward.

For a verification function v, the claim should satisfy: for
Fa,V(xi,yi) € (x,¥), V(Fa(x;),y:) = 1 and for other F # Fg,
V(F(x;),y;) = 0. For example, 4 could achieve this in follow-
ing ways:

 Sample (x;,y;) s.t. V(F(x;),y;) = 0 for all F's, and fine-

tune Fq on (x;,y;) s.t. V(Fa(x;),y;) = 1. DNN water-
marking [1,20,32,72] is in this category.

* Exploit Fg to generate (x;,y;) (e.g., as an adversarial

example) s.t. V(Fz(x;),y;) = 1 for Fg, and V(F (x;),y;) =
0 for other F # Fg. DNN fingerprinting [8, 39,46, 75]
falls into this category.

Claim verification. Suppose A4 uses mocg to claim that a
model Fs (held by a suspect .§) was derived from Fg. The
judge J checks the followings:

* V(Fa(xi),yi) = L. V(xi,yi) € (x,y):

o V(Fs(xi).y) = 1. ¥(xi3y) € (x,3):"

* cmg is a valid commitment of (4, Fg,X,y);

* cmg was timestamped before cm g (if cm exists and was

timestamped).

J accepts A’s claim if and only if all checks pass. Re-
call that for Fg, V(Fa(x;),y;) = 1, and for other F # Fg,
V(F(xi),yi) =0.

Therefore, V(Fs(x;),y;) = 1 V(x;,¥;) € (x,y) only if Fs was
derived from Fg.

In fact, the first and second checks do not need to hold
for all (x;,y;) € (x,¥). Instead, we define the MOR accuracy
based on the watermark accuracy proposed in [38]:

MOR !
aAcCg = —
"] i=1..|x|

I(v(F (xi),yi))- (D

We say the check holds if MORaccr is higher than a decision
threshold T (cf. Section 3.3 for further discussions on 7).

The main characteristic of this generalization is that moc 4
includes a trigger set and its verification requires running
model inference on the trigger set. All MOR schemes we
discuss (Section 4) follow our generalization.

3.2 False claims

A robust MOR scheme should satisfy the following:

4Notice that 7 only needs API access to Fs; S need not be aware of the
verification being done.
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* robustness against a malicious §, i.e., 7 accepts the claim
if F is indeed a stolen model;

* robustness against a malicious 4, i.e., 7 rejects the claim
if Fg is an independent model.

Most existing MOR schemes prioritize robustness against
a malicious .§. We focus on studying robustness against a
malicious A4, who aims to falsely claim the ownership of an
independent model Fj.

We assume that A4 has access to a dataset with the same
distribution as the training dataset of F. This is a standard
assumption in MOR literature [5,33,38]: it implies that a false
claim will succeed against F trained from a dataset with the
same distribution as the training dataset of Fg.

The timestamped commitment requirement from Defini-
tion | implies that A4 has to create moc 4 even before Fg comes
into existence. Therefore, 4 cannot know anything about F
including its parameters or hyperparameters ahead of time.

False claim vs. watermark forging. Watermark forging [20,
70,72] allows an attacker to forge a watermark on a given
model, creating an ambiguity for 7 to determine which party
has watermarked the given model. Li et al [33] describe three
types of watermarking forging:

* Recovering watermarks and claiming ownership [70];

* Adding a new watermark [17,34];

» Extracting a fake watermark from the model that acts
like a real one [20].

Our proposed MOR generalization, which includes a times-
tamped commitment, renders such attacks ineffective. This
is because, in case A4’s and S’s claims are both valid, J can
easily resolve ownership based on the timestamps. It is im-
possible for the attacker to possess an earlier timestamp since
watermark forging requires knowing Fs, which is available
only after the owner commits the model with a timestamp.
Therefore, the false claims considered in this paper is
stronger than watermark forging. We aim to allow A4 to claim
ownership of F even if Fs is timestamped. To this end, 4
has to generate a valid moc for F before Fy is trained. That
is why we assume A4 has neither white-box nor black-box
access to F¢ and knows nothing about its hyperparameters.

3.3 Decision thresholds

It is important to carefully choose an appropriate 7 that bal-
ances robustness against both a malicious 4 and a malicious
S. For example, a high T makes false claims difficult, but
makes it easy for a stolen model to evade detection. Prior
work [38,39] have suggested various ways for choosing 7':

* Independent. 7 trains multiple independent models,
obtains their MORacc on (X,y), and chooses the high-
est one as the decision threshold 7'. Since independent
models tend to have low MORacc, the resulting T is
also low. A stolen model is likely to have a very high
MORacc, making it difficult to evade the detection. On

the other hand, false claims become easy because it is
even possible for an innocent independent model to have
a MORacc that is higher than T'.

* Extracted. 7 derives multiple extracted models from Fg,
obtains their MORacc on (X,y), and chooses the lowest
one as the decision threshold 7'. This time, 7 will be so
high that false claims are difficult to succeed. However,
this also means that a stolen model can be easily manip-
ulated to have a lower MORacc than T, allowing it to
evade the detection.

* Mixed. 7 calculates the average MORacc of multiple in-
dependent and extracted models This can be considered
as a middle-ground approach.

The mixed threshold is the most sensible choice in realistic de-
ployments, but the extracted threshold is the least favourable
to a malicious 4. Notice that the decision threshold should
be uniform for all claims and 7 needs to determine it before
receiving any claim. Therefore, to determine a decision thresh-
old, J needs to act as A4: trains its own Fg, and generates its
own trigger set (x,y) according the MOR scheme it adopts.

4 MOR: Survey

In this section, we survey 16 MOR schemes and describe five
well-known schemes under our generalization.

4.1 Taxonomy

Table 2 lists 16 MOR schemes, including 11 watermarking
schemes collected from four survey papers [5, 33, 38, 53],
and 5 fingerprinting schemes. The watermarking schemes are
categorized according to the taxonomy proposed in [38]:

¢ Model-Independent. The watermark is embedded into
the model functionality and is independent of the model
itself. For example, it could be an independent backdoor
embedded into the source model by adding extra samples
to the training set.

* Model-Dependent. The watermark is embedded into
the model functionality and depends on the model. For
example, it could also be a backdoor embedded into the
source model, but the backdoor is generated based on
the source model.

* Active. The watermark is embedded into the model func-
tionality during inference, which means that it is only
activated when the model is used to make predictions.
Therefore, this approach only considers situations where
attackers have black-box access to the source model.

* Parameter-Encoding. The watermarking schemes in
this category are known to be not robust [68]. We refer
to Section 9 for more details.

One common characteristic of watermarking schemes is
that they require modifications to the source model or its in-
ference process. Such modifications inevitably result in a loss
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of model accuracy. In contrast, model fingerprinting extracts
a unique identifier (i.e., fingerprint) from the source model as
its trigger set, without any changes to the model itself. This
allows the original model to be preserved, maintaining its
accuracy and functionality.

Table 2: MOR schemes.
MOR scheme

Adi [1]
Zhang [72]
Li (a) [32]

Guo [20]
Namba [44]

Xu [70]

Frontier-Stitching [31]
Blackmarks [11]

Category ‘

Model-independent
watermarking

Model-dependent

watermarking EWE [24]
Li (b) [34]
Active DAWN [59]
watermarking

Lukas [39]

. L. AFA [75]
Fingerprinting IPGuard [8]
Metav [46]

DI [43]

4.2 Generalization

All the MOR schemes surveyed in Section 4.1 follow our
generalization: the model ownership claim (moc) in each
scheme includes a trigger set and the claim verification re-
quires running the model inference on the trigger set. Next,
for each category, we pick exemplary schemes and describe
them under our generalization. We refer to a scheme by its
first author’s name for ease of presentation, unless it is known
under a different name.

4.2.1 Model-independent: Adi [1]

The moc of Adi contains a set of out-of-distribution images x.
The label y; for each x; is randomly sampled over all classes
excluding its true label. The source model F4 needs to be
fine-tuned on (x,y). If Fs shows a similar behaviour as Fz on
(x,y), then F is likely derived from Fg.

¢ claim generation. 4 generates moc g as follows:

1. samples out-of-distribution x and assigns a wrong
label y; to each x; € x, i.e., f(x;) # y; where f() is
the ground-truth function;

2. fine-tunes Fg on (X,y);

3. commits (4, Fg,X,y) as cmg and timestamps.

¢ claim verification. J checks the following:

1. ﬁ ;1):| ‘]I(F,q(xi) =y;and f(x;) #y;) > T;

2. ﬁ Y I(Fs(x;) =y;and f(x;) #yi) > T;

i=1...|x|
3. cmg is a valid commitment of (4, Fg,X,y);
4. cmg was timestamped before cm.

7 accepts A’s claim iff all checks pass. The verification
function v could be represented as

V(F(xi),yi) :=I(F (x;) = yi and f(xi) #yi). ()

Other model-independent watermarking schemes differ
from Adi [1] only in how (x,y) was sampled; all other parts
are the same as Adi [1]. In Zhang [72], all samples in x are
from the same class and perturbed with a secret mask, or they
are sampled from a different domain unrelated to the source
model’s domain. In Li (a) [32], all samples in x are masked
with a small filter consists of three colors: image pixels under
the white pattern pixels are changed to a very large negative
number, image pixels under black pattern pixels are changed
to a very large positive number, and pixels under gray pattern
pixels stay unchanged. Guo [20] samples (x,y) s.t. f(x;) # y;
V(x;,v;) € (x,y), and embeds an n-bit message into each x;.
Namba [44] samples (x,y) s.t. f(x;) # y; V(x;,yi) € (X,y)
and imprints them with greater force and cause the model to
learn them profoundly. Xu [70] samples x but labels them
with a serial number. Therefore, all such schemes follow our
generalization.

4.2.2 Model-dependent: EWE [24]

Recall that x sampled in Adi [1] are out-of-distribution. The
watermarked features learnt by Fz are different from the task
distribution and can thus be easily removed through compres-
sion or other forms of knowledge transfer. EWE [24] embeds
watermarks that are entangled with legitimate data to Fg, so
that removing such watermarks will sacrifice performance
on legitimate data. To this end, EWE uses the soft nearest
neighbor loss (SNNL) [27,55] as an additional loss during
training to entangle feature representations of the watermark
with the training data. The data samples contained in moc are
in-distribution samples from the same class (x,y), and these
samples will be perturbed by a small mask called trigger.

* claim generation. A4 generates moc 4 as follows:

1. samples in-distribution (x,y) s.t. f(x;) =y Vx; € X,
for simplicity, we represent it as f(x) = y;
samples a trigger ¢, computes X} := x; +1 Vx; € x;°
samples y with y' # y;
fine-tunes Fz on (x',y');
5. commits (4, Fg,x,y’) as cmg and timestamps.

halb ol

¢ claim verification. 7 checks the following:
Lo ]Z‘qu(Fﬂ(XE) =y and f(x;) #)) > T;
=1...

SThe trigger is an input mask which can be arbitrarily chosen by 4. And
the trigger location is determined as the area with the largest gradient of
SNNL with respect to x;.
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I(Fs(x;) =) and f(x}) #y') > T;

3. cmg is a valid commitment of (4, Fq,x,y');
4. cmg was timestamped before cmg.

1
2 4 X

i=1..x|

J accepts A’s claim iff all checks pass. The verification
function Vv is also Equation 2.

4.2.3 Model-dependent: Li (b) [34]

Li (b) aims to prevent watermark forging by enforcing the
trigger set to be indistinguishable from the original samples
in the training set. To achieve this, it employs an encoder
and a discriminator, both trained based on the source model,
to construct the trigger set. A malicious 4 who does not
have access to the encoder cannot generate a trigger set that
works well for the victim model. However, as we will show
in Section 5.1.3, it is still possible for A4 to falsely claim a F.

* claim generation. 4 generates moc g as follows:
1. samples in-distribution (x,y) s.t. f(x) =y;
2. generates a triggered x} : Vx; € x through the en-
coder and discriminator;
3. samples y;/ with y/ # y;, Vy; €y;
4. fine-tunes Fq on (x',y’);
5. commits (4,Fg,x',y') as cmg and timestamps.
* claim verification. J checks the following:

Loy, L LFale) =yiand £:) #30) > T3

2. W Yy
i=1...|]x']|

3. cmg is a valid commitment of (4, Fq,x,y’);

4. cmg was timestamped before cm.

J accepts A’s claim iff all checks pass. The verification
function Vv is also Equation 2.

In Frontier-Stitching [31], (x,y) are generated as adversar-
ial examples w.r.t. Fg. Due to transferability, they are also
adversarial examples to the independent models of Fg. Then,
A updates Fgq with (X,y) using adversarial training, so that
Fz and the models derived from Fg will perform differently
from other independent models on (x,y). Blackmarks [11] is
similar to Frontier-Stitching [31] except that all class labels
are clustered into two groups; the adversarial examples are
generated s.t., for randomly selected samples from one cluster,
F4 predicts labels from the other cluster.

Both Frontier-Stitching [31] and Blackmarks [11] follow
our generalization: the moc includes a trigger set and the
claim verification requires running model inference on the
trigger set.

4.2.4 Active: DAWN [59]

DAWN is designed to be integrated into the prediction API of
a model so that it can survive model extraction. It works by
dynamically watermarking a small fraction of client queries,
altering the model’s prediction responses for these queries.

The watermarked queries act as a trigger set in case an ad-
versarial client attempts to train an extracted model using the
prediction responses. Using this trigger set, 4 can demon-
strate ownership as in other DNN watermarking schemes.

* claim generation. A4 generates moc 4 as follows:

1. samples (x,y) s.t. Fz(x) =y;°

2. samples a model-specific key k;

3. for each x; € x, computes Yy, :=
n(HMAC (k,u(x;)),yi), where m() is a keyed
pseudorandom permutation that that permutes
the label from y; to y,, and u() is a mapping
function that ensures u(x) = p(x+ 3) for a small
perturbation §';

4. commits (4,Fg,x,y,y’) as cmg and timestamps.

¢ claim verification. J checks the following:

1. yi:=n(HMAC(k,x;),y:), Vx; € x;°

2 g L I(Fs(x) =yjand f(x;) # ) > T;

i=1..|x]|
3. cmg is a valid commitment of (4, Fg,X,y,y’);
4. cmg was timestamped before cmg.

J accepts A’s claim iff all checks pass. The verification
function v is also Equation 2.

4.2.5 Fingerprinting: Lukas [39]

Recall that model fingerprinting extracts a persistent, identify-
ing code (i.e., fingerprint) from the source model. Lukas [39]
uses the adversarial examples specific to the source model as
the fingerprint. They hypothesize that there exists a subclass
of targeted, transferable, adversarial examples that transfer
only to stolen models but not to independent models. To
achieve this, they train a set of independent models and ex-
tract a set of surrogate models from the source model. They
then find a set of adversarial examples that minimize the loss
for Fg and its extracted models but maximize the loss for
independent models.

* claim generation. A4 generates moc g as follows:
1. A trains a set of extracted and independent models:

— extracted models are trained on data labeled
by Fa;

— independent models are trained on ground-
truth labels.

2. samples (x,y) s.t., f(X) £Y;
3. for each x; € x, perturb it into x; s.t., the loss of

(x},y:) is minimized for Fg and its extracted mod-
els, but is maximized for the independent models;
4. commits (A, Fg,X',y) as cmg and timestamps.

OIn fact, x was received from an API client.

7Without (), a malicious client receiving different predictions for x and
x+ 8 can discard both x and x+ & from its training set to avoid the watermark.

8The DAWN [59] paper did not explicitly mention this verification, as
robustness against malicious A4 is not their focus. We add this verification
because we want to consider the most difficult condition for false claims.
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* claim verification. 7 checks the following:
l. ‘):*/‘ Z ]I(F/q(x:) =Yy and f(x;) #yl) > T;

=T I¥|
I(Fs(x}) =y and f(x}) #yi) > T;

1

2 w7 L
i=1..|x'|

3. cmg is a valid commitment of (4, Fg,X')y);

4. cmg was timestamped before cm.

J accepts A’s claim iff all checks pass. The verification
function Vv is also Equation 2.

AFA [75] is a concurrent and independent work with
Lukas [39]: it also generates the adversarial examples specific
to the source model. IPGuard [8] is similar to Lukas [39]
except that it uses a different way to find adversarial examples
near the decision boundary of Fg: they start from an initial
data point and iteratively move it along the gradient of the
objective function. Metav [46] is an extension of Lukas [39]:
besides generating (x',y) in the same way as in [39], it also
trains a verifier; the concatenated outputs of Fs on (x,y) will
be input to the verifier, which then determines if F is a stolen
model. Therefore, both IPGuard [8] and Metav [46] follow
our generalization.

4.2.6 Fingerprinting: DI [43]

The key observation for DI is that all models derived from Fg
will contain direct or indirect information from the training
set of Fz, hence model ownership can be resolved by show-
ing that the suspect model was trained (at least partially or
indirectly) on the same dataset as the source model. DI mea-
sures F’s prediction margins (distances from the samples to
the model’s decision boundaries) for both F’s training set
and public samples. If Fs has different prediction margins
for them, it is deemed to be stolen; otherwise the model is
deemed independent.

* claim generation. A4 generates moc g as follows:

1. samples x from the training dataset of Fg; extracts
the feature embeddings for x that characterizes its
“prediction margin” (i.e., distance from the decision
boundaries) w.r.t. Fz; and labels them as “inside”
b=1);

2. samples x’ from an unseen publicly available
dataset; extracts the feature embeddings for x’ w.r.t.
Fg; and labels them as “outside” (b = 0);

3. using the embeddings and the ground truth mem-
bership labels (i.e., b), trains a regression model g 4,
which is to predict a (proxy) measure of confidence
that a sample is in the training set of Fg.

4. commits (4,Fg,(x,1),(x',0),g4) as cmgq and
timestamps.

¢ claim verification. J checks the following:

1. extracts the feature embeddings for x and x’, w.r.t.
Fg; inputs the embeddings to g4, gets the confi-
dence scores, and checks if there is a significant dif-

ference between the two sets of confidence scores;
2. extracts the feature embeddings for x and x/, w.r.t.
Fs; inputs the embeddings to g4, gets the confi-
dence scores, and checks if there is a significant dif-
ference between the two sets of confidence scores;
3. cmgq is a valid commitment  of
(A,Fa,(x,1),(x',0),84);
4. cmg was timestamped before cm.

7 accepts A’s claim iff all checks pass. DI still follows our
generation as it requires running a model on the “trigger set”
to generate embeddings. However, it differs from other MOR
schemes in that it does not verify each sample separately;
instead, it verifies the trigger set as a whole, calculating the
effect size or p-value between the confidence scores of x and
x’, and comparing it with a threshold 7.

S5 Transferable Adversarial Examples Against
MOR

Recall that most of the samples in the trigger set (x,y) sat-
isfy: v(Fg(x;),y;) = 1 for Fg and v(F(x;),y;) = 0 for other
independently trained F # Fg. To falsely claim the owner-
ship of an independent model F', 4 could just generate (x;,y;)
in a way s.t. V(F(x;),y;) = 1 for most (x;,y;) € (x,y). Our
key observation is that A4 can achieve this by leveraging the
transferability of adversarial examples. Recall that we assume
A has access to a dataset that has the same distribution with
F¢’s training set. Then, we could have A4 train Fg4 using this
dataset and generate a malicious trigger set X as transferable
adversarial examples for Fz. Then, v(F (%;),y;) = 1 for most
(%,y:) € (&,y), holds for the independent models of Fg.

5.1 Attacks in detail

For each exemplary scheme from Section 4, we show how
a malicious A4 generates mocg so that it can falsely claim
ownership of an independent model. The underlined text de-
scribes A4’s misbehaviour. For all attacks, the training sets of
F7 and F are distinct but follow the same distribution.

5.1.1 Model-independent: Adi [1]

Recall that Adi [1] fine-tunes Fz on (X,y), where f(x;) # y;
V(xi,yi) € (x,y); models derived from F7 have good perfor-
mance on (X,y). 4 could generate (x,y) as adversarial exam-
ples so that Fz performs well on (x,y). Due to transferability,
models that are independent of Fg also perform well on (x,y).
Then, A can claim ownership of these models.

* claim generation. 4 generates moc 4 as follows:

1. samples x and assigns a wrong label y; to each
Xi €X,1.e., f(X)£Y;

2. for each x; € x, perturbs it into £; s.t., Fg(X) =y.

3. commits (4, Fg,%,y) as cmg and timestamps.
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¢ claim verification. J checks the following:

L. ﬁ ;IZHH(Fﬂ()?i) =yiand f(%;) #y;) > T;
2. ﬁ ‘71):|A\H(F5(£i) =y;and f(%) #yi) > T;

3. cmg is a valid commitment of (4, Fg,%,y);

4. cmg was timestamped before cmg.
The first check holds because (%,y) are adversarial exam-
ples generated for Fz. The second check holds because
(%,y) can transfer to F.

In fact, the labels y can be chosen based on the perturbation
of x, i.e., untargeted adversarial examples. This makes the
adversarial optimization easy to converge.

Other model-independent watermarking schemes differ
from Adi [1] only in how (x,y) was sampled, hence false
claims can be done in the same way as in Adi.

5.1.2 Model-dependent: EWE [24]

False claims for EWE [24] are similar to Adi [1], except
that 4 needs to generate targeted adversarial examples this
time. Specifically, in EWE [24], all samples in x’ have the
same label y’. Then, A4 can no longer determine the label
based on the perturbation of x. Instead, it has to perturb each
x; for a target label. Targeted adversarial examples can be
generated in the same way, but its transferability becomes
weaker. In Section 5.2, we describe a way for enhancing its
transferability.

* claim generation. 4 generates moc g as follows:
1. samples (x,y) with f(x) =y;
2. samples a trigger ¢, computes x; 1= x; +1, Vx; € X;
3. samples y with y' # y;
4. for each x] € X/, perturbs it into &; s.t., F(X) = .
5. commits (4,Fg,%,y') as cmg and timestamps.

¢ claim verification. J checks the following:

L gy H):HH(FQ(&) =y and f(%) #y') > T;
2 g HZHH(FS(&) =y and f(&) #y) > T;

3. cmg is a valid commitment of (4, Fg,%,y’);

4. cmg was timestamped before cm.
The first check holds because (X,)’) are adversarial ex-
amples generated for Fg. The second check holds be-
cause (%,)’) can transfer to Fs.

5.1.3 Model-dependent: Li (b) [34]

Recall that Li (b) claims that a malicious 4 who does not have
access to the encoder cannot generate a valid trigger set. How-
ever, this claim does not take into account the possibility of
transferable adversarial examples. That is, a malicious 4 with-
out knowing the encoder can still generate a set of transferable
adversarial examples as the trigger set, with the condition that
the adversarial examples are within an L¢ neighborhood of

the original samples to satisfy the indistinguishability require-
ment between the trigger set and its original samples.

* claim generation. A4 generates moc 4 as follows:
1. samples in-distribution (x,y) s.t. f(x) =y;
2. generates a triggered x} : Vx; € x through the en-
coder and discriminator;
3. samples y;/ with y;// # y;, Vy; € y;
4. for each x, € X/, perturbs itinto £; s.t., F5(X) =y’
5. commits (4, Fg,%,y’) as cmg and timestamps.

* claim verification. 7 checks the following:

L ﬁ ~,1Z\~\H(Fﬂ(£i) =y and f(%;) #y}) > T;
5 ﬁ Y I(Fs(%)=yiand f(£) #Y) >T;

=18
3. cmg is a valid commitment of (4, F,%,Y);
4. cmg was timestamped before cm.
The first check holds because (X,y’) are adversarial ex-
amples generated for Fz. The second check holds be-
cause (X,y’) can transfer to Fs.

False claims for Frontier-Stitching [31] and Black-
marks [11] are easy: 4 can simply generate (x,y) s.t. f(x) =
y; then all independent models will behave the same as Fg.

5.1.4 Active: DAWN [59]

Similar to EWE [24], 4 again needs to generate targeted
adversarial examples to attack DAWN [59].

* claim generation. 4 generates moc 4 as follows:
1. samples (x,y) s.t. Fz(X) =Y;
2. samples a model-specific key k;
3. for each x; € x, computes
T(HMAC (k, u(x;)), yi);
4. for each x; € x, perturbs it into %; s.t., Fz (%) =y'.”
5. commits (4, Fg,%,y,y’) as cmg and timestamps.

/

yi =

* claim verification. 7 checks the following:
L y;:=n(HMAC(k, u(%:)), i), Vx; € %
2 5 Z‘ ‘H(F5(2,») = yjand f(%) #}) > T;
i=1...[%
3. cmg is a valid commitment of (4, Fg,%,y,y’);
4. cmg was timestamped before cms.

The first check holds because u(x;) = u(%;)'". The sec-
ond check holds because (%,y’) can transfer to Fs.

Recall that DAWN changes the prediction results of Fg
instead of Fg itself. Therefore, a source model Fg, trained by
an honest accuser, should in principle have a low performance
on the committed samples. Based on this observation, we

9In principle, 4 cannot modify x as it is supposed to be received from
an API client. However, without some additional means of validation, 4 can
simply claim that X was received from an API client (cf. Section 7).

10 1n our experiments, we took () from the open-sourced implementation
of DAWN and it shows that more than 88% of the adversarial examples
satisfy u(x;) = u(%;). Furthermore, 4 can discard the £;s that do not satisfy
this condition.
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could prevent the above attack by introducing an additional
check during verification: J checks the performance of Fz on
the committed samples. However, this again can be attacked.
Namely, after Step 4, a malicious A4 could update Fg with
(%,y) in a way like adversarial training.

5.1.5 Fingerprinting: Lukas [39]

Recall that Lukas [39] uses adversarial examples specific to
the source model as the fingerprint: they train a set of extracted
models and independent models, and perturb the adversarial
examples to minimize the loss for the extracted models but
maximize the loss for independent models. We could simply
omit the part of maximizing loss for independent models, then
the adversarial examples will transfer to independent models.

* claim generation. A4 generates moc g as follows:

1. samples (x,y) s.t., f(X) #Y;
2. for each x; € x, perturbs it into £; s.t., F(X) =Y;
3. commits (4, Fg,%,y) as cmg and timestamps.

* claim verification. J checks the following:

1. ﬁ ‘_IZHH(FQ(%) =yiand f(%;) #y;) > T;
2. ﬁ ‘fl):r\H(FS(&) =y;and f(%) #yi) > T;

3. cmg is a valid commitment of (4, Fg,%,y);

4. cmg was timestamped before cm.
The first check holds because (%,y) are adversarial exam-
ples generated for F. The second check holds because
(%,y) can transfer to F.

Again, A4 can choose y based on the perturbation of x, as
untargeted adversarial examples.

AFA [75], IPGuard [8] and Metav [46] can be attacked in
the same way as Lukas [39], except that in Metav [46] the
adversarial optimization needs to be based on the verifier.

5.1.6 Fingerprinting: DI [43]

Recall that 4 in DI needs to include a regression model g4
in moc 4. Therefore, to falsely claim a model in DI [43], 4
could simply manipulate g 4 s.t. it always shows significant
differences even for independent Fs. Recall that we assume
A has access to a dataset with the same distribution as F’s
training set. We could have A4 train Fz with this dataset and
“adversarially” perturb each sample in x with a small amount
of noise such that the “prediction margin” (distance between
x and the decision boundaries) w.r.t. Fg are larger. Due to the
transferability of our adversarially perturbed samples, Fs will
also have a larger “prediction margin” on x. Then if g4 was
trained with the embeddings of this perturbed x and public
x' w.r.t Fg, it will output significantly different confidence
scores when it takes the embeddings of x and X’ w.r.t. Fs.

* claim generation. A4 generates moc g as follows:

1. samples x from the training dataset of Fg; per-
turbs x s.t. the “prediction margin” w.r.t. Fg are
larger; extracts the feature embeddings for x that
characterizes this “prediction margin”’; and labels
them as “inside” (b = 1);

2. samples X' from an unseen publicly available
dataset; extracts the feature embeddings for x’ w.r.t.
Fz; and labels them as “outside” (b = 0);

3. using the embeddings and the ground truth mem-
bership labels (i.e., b), trains a regression model g 4,
which is to predict a (proxy) measure of confidence
that a sample is in the training set of Fg;

4. commits (4,Fq,(x,1),(x',0),g4) as cmg and
timestamps.

* claim verification. 7 checks the following:

1. extracts the feature embeddings for x and X', w.r.t.
Fg; inputs the embeddings to g4, gets the confi-
dence scores, and checks if there is a significant dif-
ference between the two sets of confidence scores;

2. extracts the feature embeddings for x and X/, w.r.t.
Fs; inputs the embeddings to g4, gets the confi-
dence scores, and checks if there is a significant dif-
ference between the two sets of confidence scores;

3. cmgqg is a valid commitment  of
(A,Fa,(x,1), (X/70)7gﬂl);

4. cmg was timestamped before cm.

The first check holds because x are “adversarially” per-
turbed w.r.t. Fg. The second check holds because x can
transfer to F.

5.2 Transferability enhancement

We borrow an idea of Lukas [39] to enhance the transfer-
ability. Recall that 4 aims to generate (£,y) in a way s.t.
V(F(%),y) =1 for all independent models of Fz. We could
have A4 generate a set of independent models, and perturb the
adversarial examples to minimize the loss of these indepen-
dent models for v(F(£),y) = 1.

To generate an untargeted adversarial example, 4 just needs
to maximize the following loss function:

L(xAvy) :L(Fﬂ(xA)vy)"_ ZEL_BFL(F()G)’y)v 3)
Fe

where y is the true label, L() denotes the cross-entropy loss,
F denotes a set of independent models, By is a weight ' for
F. We use Iterative Fast Gradient Sign Method (IFGSM) [30]
to find a solution that both maximizes £(%,y) and minimizes
the perturbation:

£ :=Clipz e {& + osign(Az L(£,¥))},

where Clip; () is a function that performs per-pixel clipping
for £. We use a0 = 0.03 and select the number of iteration to

'We set Br = ‘—},‘ in our experiments.
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be 100 to make the adversarial examples reach the edge of
the € max-norm ball. It ensures that the generated adversarial
example X will be in L..g-neighborhood of the original input
x. Notice that the per-pixel perturbation bound € balances the
false claim effectiveness and the perturbation visibility.

To generate a targeted adversarial example, 4 needs to
minimize the loss function (i.e., Equation 3), where y becomes
the target (wrong) label. The iteration step is similar to that in
the untargeted case:

1= Clips {% — asign(AsL(£,y))}-

This enhancement is generally applicable and we have im-
plemented it for all of our benchmarks in Section 6. We remark
that our main contribution is to show that defending against
false claims is as challenging as preventing transferable ad-
versarial examples. Any method for generating transferable
adversarial examples is pluggable into our attacks. There are
many methods for transferability enhancement; it is only nec-
essary to show that our attack works with one such method.

6 Evaluation

We now empirically evaluate our attacks against Adi [1],
EWE [24], Li (b) [34], DAWN [59], Lukas [39] and DI [43].

6.1 Setup

For Adi and EWE, we use the Watermark-Robustness-
ToolBox'? to reproduce their results; for Li (b))}, DAWN !4
and DI, we use their open-sourced implementations; as the
source code of Lukas'® is based on TensorFlow (whereas all
others are in Pytorch), we re-implemented their scheme in
Pytorch [52].

We consider all three kinds of decision thresholds we dis-
cussed in Section 3.3. For the extracted models, we use
fine-tuning based extraction, a.k.a. Fine-Tune All layers
(FTAL) [64]".

For datasets, we consider CIFAR-10 [29], ImageNet [15],
and a face attributes dataset named CelebA [37]. When we
measure the MORacc on CIFAR-10 and ImageNet, we con-
sider the following three cases:

21ttps://github.com/dnn-security/
Watermark-Robustness-Toolbox

Bhttps://github.com/zhenglisec/Blind-Watermark-for—DNN

Yhttps://github.com/ssg-research/dawn-dynamic-adversarial-
watermarking-of-neural-networks

Bhttps://github.com/cleverhans-1lab/dataset-inference

ohttps://github.com/ayberkuckun/DNN-Fingerprinting

7FTAL comprises two steps: it first queries F; with a set of samples
and obtains the predicted labels; it then uses this set to fine-tune Fg with a
smaller learning rate. The model extracted through FTAL is very similar to
Fg, hence it provides the most challenging threshold for false claims. Indeed,
FTAL is the most effective one among several model extraction methods we
have tried.

1. “different structures & different data”: Fg and F use
different model structures and training data.

* We divided CIFAR-10 into two non-overlapping
subsets to train 7 and F respectively. The model
structure for Fz is ResNet 28x 10 [71] and it
achieves an accuracy of 89.3%; the model struc-
ture for Fs is ResNet-34 [21] and it achieves an
accuracy of 86.3%.

* We randomly selected ten classes from ImageNet
to form an ImageNet-10 dataset, and divided
ImageNet-10 into two non-overlapping subsets to
train Fg and F respectively. The model structure
for F4 is ResNet-18 [21] and it achieves an accu-
racy of 82.0%; we use VGG-13 [57] for F and it
achieves an accuracy of 85.9%.

2. “same structure & different data”: Fz and Fs use the
same model structure (ResNet 28 x 10 for CIFAR-10
and ResNet-18 for ImageNet), but different training data
(as described in case 1).

3. “different structures & same data”: Fg and Fs use the
same training data, butdifferent model structures (as de-
scribed in case 1).

We aim to use CelebA to train a model (i.e., Fg) to falsely
claim the model behind Amazon Rekognition API [54], which
detects face features of uploaded images. The model structure
for F7 is Resnet-18 [21] and it achieves an accuracy of 97.8%.
We have no knowledge about the training dataset or the model
architecture of Amazon Rekognition, except that we have
black-box access to the model via the API. Therefore, the
setting for CelebA is “different structures & different data”.

For all three datasets, we set the trigger set size as 100.
Fg’s MORacc on the trigger sets are near 100% for all MOR
schemes except DAWN, which has a MORacc of 0 because
its Fz is independent of its trigger sets. For all experiments,
we set the per-pixel perturbation bound, (i.e., maximal value
allowed for per-pixel perturbation) as 16.

Recall that we use independent models to enhance trans-
ferability (cf. Section 5.2). We train 10 independent models
for CIFAR-10, 8 independent models for ImageNet, and 2
independent models for CelebA.'®

All reported results are averages of 5 runs; all reported run
times were obtained using (single) Tesla V100 GPUs. We
refer to our research report version for more details of our
experiments.

18We began with two independent models in each case. With CelebA, two
models were enough to get high MORacc. On CIFAR-10 and ImageNet, the
MORacc with two models were not high enough, hence we tried increasing
the number of independent models until a sufficiently high MORacc was
reached: 10 for CIFAR-10 and 8 for ImageNet. However, training models on
CIFAR-10 and ImageNet is not as expensive as in CelebA.

6894 33rd USENIX Security Symposium

USENIX Association


https://github.com/dnn-security/Watermark-Robustness-Toolbox
https://github.com/dnn-security/Watermark-Robustness-Toolbox
https://github.com/zhenglisec/Blind-Watermark-for-DNN
https://github.com/cleverhans-lab/dataset-inference
https://github.com/ayberkuckun/DNN-Fingerprinting

Table 3: Decision thresholds (we refer to Section 3.3 for an explanation of the decision thresholds; the column of DI shows the

normalized effect size (%) instead of MORacc ).

Dataset | Threshold type | Adi | EWE | Li(b) | DAWN | Lukas | DI

independent 10.0 | 1.8 23.0 1.0 28.0 | 90.0

CIFAR-10 mixed 29.0 | 329 | 615 38.5 575 | 814
extracted 48.0 | 64.0 | 100.0 76.0 87.0 | 72.8

independent 15.0 | 12.0 | 30.0 3.0 14.0 | 76.5

ImageNet mixed 23.5 | 37.5 | 650 42.5 30.0 | 69.6
extracted 320 | 63.0 | 100.0 82.0 46.0 | 62.6

independent 25.7 | 3.7 55.0 7.0 21.0 | 20.0

CelebA mixed 4241 29 55.5 26.0 28.5 | 141
extracted 59.0 | 2.0 56.0 45.0 36.0 8.2

Table 4: False claim effectiveness (the bold number means MORacc is higher than the mixed threshold and the underlined
number means MORacc is higher than the “extracted” threshold ).

Dataset | Model configurations (Fs vs. Fa) | Adi | EWE | Li(b) | DAWN | Lukas | DI
different structures & different data | 94.3 | 69.3 94.3 69.3 94.3 | 100
CIFAR-10 same structure & different data 98.0 | 100.0 | 98.0 100.0 98.0 | 99.1
different structures & same data 99.0 | 78.3 99.0 78.3 99.0 | 98.6
different structures & different data | 72.6 | 87.6 72.6 87.6 72.6 | 100
ImageNet same structure & different data 93.7 | 97.0 93.7 97.0 93.7 | 100
different structures & same data 84.6 | 89.0 84.6 89.0 84.6 | 100

different struct & different dat
CelebA ifferent structures ifferent data 684 | 68.0 | 684 68.0 684 | 99.9

(Amazon Rekognition APT)

6.2 False claim effectiveness

Table 3 presents the decision thresholds and Table 4 presents
F¢’s MORacc for all three datasets. It demonstrates that, for
a realistic configuration of MORSs using the mixed threshold,
our false claims can succeed against all MOR schemes on
all datasets. Even for the extracted threshold (least favorable
to a malicious A4), false claims still succeed against all ex-
cept Li (b). We also show that in scenarios where Fg and Fs
are trained with either the same model structure or the same
dataset, false claims become much easier.

Recall that the moc-generation procedure for Adi, EWE,
Li (b), DAWN and Lukas are similar: generating adversarial
examples that transfer to Fs. The untargeted adversarial ex-
amples generated by Adi, Li (b), and Lukas result in identical
MORacc. In contrast, EWE and DAWN’s targeted adversarial
examples yield a different MORacc value. The distinguishing
factor lies in the decision thresholds of each scheme.

Recall that DI calculates the effect size or p-value between

the confidence scores of training samples and public samples,
and compares it with a threshold, hence the last column in
Table 3 and 4 shows the normalized effect size instead of
MORacc (using normalized effect sizes is equivalent to using
the p-values directly). Different from other MOR schemes, DI
treats Fs as stolen as long as Fs was trained with the same data
as Fg, even if it was trained independently. It is possible that
the model behind Amazon Rekognition API was trained from
CelebA as well, in which case it is not independent from our
Fg in terms of DI. Therefore, we tested DI (without our attack)
on Amazon Rekognition API and obtained a normalized effect
size of 0.0 indicating that there was likely no overlap between
CelebA and the training data used for Rekognition API.
Figure | shows a comparison between an original image
in the trigger sets and its noised version with the per-pixel
perturbation bound of 16. It is evident that the original content
of the image is clearly perceptible. Table 6 in (Appendix B
in our research report) shows the original and our perturbed
versions of some images from the same class of CelebA,
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and their corresponding confident scores from the Amazon
Rekognition API.

We also measure the MORacc with different per-pixel per-
turbation bounds. The results are in Figure 2. The MORacc
roughly increases with the perturbation bound and becomes
stable when the MORacc is high enough. When generating
untargeted adversarial examples on CIFAR-10, the untargeted
label y for all F's in Equation 3 tend to be the same one that
near the true label. As a result, the MORacc of untargeted
adversarial examples (Adi, Li (b) and Lukas) on CIFAR-10
are higher than the targeted ones (EWE and DAWN). This
is not the case for ImageNet, as different F's have different
untargeted labels, leading to a relatively lower MORacc. As
there are only two labels in CelebA, the targeted and untar-
geted adversarial examples are essentially the same, hence,
their MORacc are simliar to each other.

Our attack can succeed even if Fg is of much lower quality
than Fs. We conducted additional experiments with CIFAR-
10 and ImageNet to see what Fz accuracy is needed for a
successful attack against an Fj:

* On CIFAR-10, Fs achieves 86.3% accuracy; we can
break the mix thresholds of all schemes with Fz reaching
only 75.0% accuracy; (with Fg reaching 80% accuracy,
we can break the extracted thresholds of all schemes
except Li(b) and Lukas).

* OnImageNet, Fs achieves 85.9% accuracy; we can break
the mix thresholds of all schemes with Fz reaching only
71.3% accuracy; (with Fg reaching 76.3% accuracy, we
can break the extracted thresholds of all schemes except
Li(b) and DAWN).

* While we do not know the precise accuracy of the model
behind the Amazon Rekognition API, it undoubtedly
surpasses that of our Fz, given its status as a well-known
commercial service.

6.3 False claim efficiency

Table 5 displays the time usages in minutes for generating the
adversarial trigger sets. Note that a malicious 4 needs to run
this process only once; therefore the computational cost of
our false claims is essentially negligible.

Table 5: Attack runtime in minutes (the reported results does
not include the time for training independent models; training
an independent model takes 18 min on CIFAR-10, 11 min on
ImageNet and 67.5 min on CelebA).

Adi EWE Li(b) DAWN Lukas DI

CIFAR-10 | 13.6 14.1 13.6 14.1 13.6 136

ImageNet | 11.1  19.1 11.1 19.1 11.1 11.1

CelebA 8.8 10.7 8.8 10.7 8.8 8.8

7 Countermeasures

In this section, we present four kinds of countermeasures that
have the potential to defend against our false claims. Three
of them are generic and can be applied to all MOR schemes,
while the fourth is specific to a particular scheme. We also
examine the feasibility and potential pitfalls associated with
each countermeasure.

J-verified trigger sets. We remark that the root cause of our
false claims is the ability of a malicious A4 to deviate from the
trigger set generation procedure specified by a MOR scheme.
Then, a straightforward countermeasure it to have 7 verify if
the trigger set was generated correctly.

At first glance, achieving this goal seems easy via verifiable
computation (VC) [3,51], which enables efficient verification
of complex function execution through a VC-proof. Namely,
we could have A4 use VC to prove that the trigger set was in-
deed generated by following the MOR scheme. Unfortunately,
this is not applicable to watermarking, because its trigger set
sampling cannot be captured by the VC-proof. For example,
in the claim generation of Adi (cf. Section 4.2.1), 4 could
generate an adversarial (x,y) in Step 1) and then generate
the VC-proof from Step 2) onwards, allowing the false claim
to succeed even with a valid VC-proof. For fingerprinting,
VC is applicable, since its trigger sets are generated based on
F 5. To be secure, the VC-proof in fingerprinting must include
the training stage of Fg, otherwise, 4 could still generate
an adversarial trigger set by manipulating the source model.
However, including the training stage in VC will be over-
whelmingly expensive for the proof generation. We further
remark that VC is not applicable to DI due to the fact that
moc-generation in DI relies not only on Fg, but also on its
training set, which can be manipulated in advance.

A more effective way to verify the trigger set is to have
J train multiple independent models by itself and run them
on the trigger set; if J’s claim verification check deems all
such known independent models as stolen, J can reject moc 4
as adversarial. One caveat is that A4 could use black-box
model extraction to extract these models and generate the
trigger sets that can cause 7 to deem them as independent;
A could also create black-box adversarial examples directly
against these models. While such attacks may be expensive
and resource-intensive, it is crucial to take them into consid-
eration. Therefore, J has to rate-limit and/or raise the cost of
dispute requests from As, which is reasonable since dispute
rarely happens.

J-generated trigger sets. Instead of verifying the trigger set,
we could have 7 generate the trigger set by itself. For model-
independent watermarking, 7 can simply choose a trigger set
and return it to 4. For model-dependent watermarking, 4
needs to submit Fz to 7 first, who can then choose the trigger
set based on Fj5. In either case, 4 needs to interact with 7
for each deployed model, even if no dispute happens. For
fingerprinting, it is enough for 7 to get involved and generate
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(a) CIFAR-10

(b) ImageNet

(c) CelebA

Figure 1: Comparison between original images and the noised versions (the per-pixel perturbation bound is 16; the original
images are on the left-hand side and the noised images are on the right-hand side).

the trigger set only when dispute happens. It is worth men-
tioning that such a countermeasure is not applicable to DI or
DAWN. For DI, again, the training dataset can be manipulated
so that moc g can be adversarial even if it is generated by 7.
For DAWN, the trigger set is generated dynamically based on
the queries submitted by the clients.

Defending against transferable adversarial examples. No-
tice that preventing false claims can be reduced to preventing
transferable adversarial examples. If we have an effective way
for detecting transferable adversarial examples [16, 36, 69],
we could have 7 use it to determine if the trigger set is adver-
sarial. Similarly, if we have an effective way for adversarial
training [6, 19,56], we could have S use it to make Fs more ro-
bust against transferable adversarial examples. However, how
to prevent transferable adversarial examples is still an open
problem and it is orthogonal to our paper. On the other hand,
any advance in generating transferable adversarial examples
will also enhance our false claims.

We evaluate the effectiveness of adversarial training against
false claims (untargeted adversarial examples in particular)
on CIFAR-10. We use PGD [42] as the adversarial training
algorithm and run it for 20 epochs with a perturbation bound
€ = 16. MORacc decreases from 94.3% to 32.5%. However,
the model accuracy also decreases from 86.3% to 83.1%.
Therefore, adversarial training can be effective against false
claims, but at the cost of a drop in utility. Therefore, adver-
sarial training can be effective against false claims, but at
the cost of a drop in utility. Furthermore, it takes 3-30 times

longer to train a robust model with adversarial training than
training a non-robust equivalent. This longer training time
implies a higher cost in computational resources, which is
particularly undesirable in the era of large models. However,
note that 4 can use a large € to invalidate adversarial training.
In some settings, J can easily detect trigger set entries that are
adversarial examples computed using a large €. How to use
adversarial training as a broadly applicable, effective defense
against false claim attacks remains an open problem.

Scheme-specific countermeasures. Recall that in DAWN,
the trigger set consists of clients’ queries; if such queries are
signed by clients, 4 can no longer perturb them. However,
A could collude with a client to submit perturbed queries.
To discourage such collusion, we could have 7 punish the
client who signed perturbed queries (instead of §) when Fj is
deemed stolen. This may not always be realistic. Furthermore,
signing each query separately is expensive. We would need
to resort to having clients sign aggregate queries (e.g., in the
form of a Merkle tree root) periodically.

8 Discussion

False claims for non-timestamped models. As we men-
tioned in Section 3.1, most MOR schemes do not explicitly
require the commitment to be timestamped. This is partially
because timestamping is a strong assumption as it requires
another trusted third party (or a blockchain) to run the service
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Figure 2: MORacc with different per-pixel perturbation bounds.

for timestamping. To the best of our knowledge, none of the
existing models is timestamped. That means we can falsely
claim an existing model without considering timestamping.

If timestamping is not enforced, our false claim becomes
much easier, as 4 no longer has to create moc 4 before F
comes into existence. That means A4 can directly query F§ to
create adversarial examples, and such adversarial examples
do not need to be transferable. As a result, some of the coun-
termeasures presented in Section 7 are no longer valid. For
example, we cannot rely on J to train independent models to
verify the trigger sets, because A4 can make the adversarial
examples only work for Fs (instead of transferring to other
independent models) by leveraging the idea of Lukas [39].
Deferred trigger set generation. Given that most model
owners are unlikely to initiate MOR disputes, trigger set gen-
eration constitutes an unnecessary upfront cost, especially if
we use the 7-generated trigger set countermeasure (Section 7).
Fortunately, in fingerprinting schemes, the trigger set is gen-
erated after 7 being fixed. Therefore, one can defer trigger
set generation until a MOR dispute arises. In this case, the
certified timestamped commitment cm 4 covers only A4, Fg;
J will need to either generate or verify the trigger set in the
event of a dispute.

9 Related Work

Parameter-Encoding. Recall that the main characteristic of
our generalization (in Section 3.1) is that moc 4 includes a trig-
ger set and its verification requires running model inference on
the trigger set. One kind of MOR schemes that do not follow
our generalization is parameter-encoding-based watermark-
ing, such as Uchida [64], DeepMarks [10] and DeepSigns [14].
Instead of embedding the watermark into the model function-
ality, they embed the watermark into the model parameters or
the activations of its hidden layers; and their claim verifica-
tions require accessing the model parameters. For example,
Uchida [64] embeds a message into the weights of some tar-
get convolutional layer, by adding an embedding loss during

training that regularizes the model and is minimized when the
message can be extracted successfully.

Such schemes are known to be not robust [38]: one can
easily remove the watermark via weight shifting, retraining, or
transfer learning [68]. Furthermore, when the suspect model is
not white-box accessible, IP infringement cannot be detected.

Passport-based watermarking. A special kind of parameter-
encoding-based watermarking embeds a passport into the
model to link the model to its owner’s identity. For exam-
ple, Fan et al. [18] introduce a passport layer to regulate the
performance of the model: the model owner can use a secret
passport to compute the affine factors of the passport layer.
They claim that an attacker cannot add a substitute passport
while maintain the model performance. However, Chen [12]
et al. show that this is feasible, based on the observation that
the model can achieve a high accuracy even with different
affine factors of the passport layer. This attack can also be con-
sidered as a false claim, but they did not consider the situation
where timestamped commitment is enforced.

We remark that, to link the model to its owner’s identity,
the owner can simply add its identity to the (timestamped)
commitment, as we did in our generalization (in Section 3.1).

False positives in DI. Szyller et al. [61] showed that DI
suffers from false positives when an independent Fs happens
to be trained from a dataset with the same distribution as Fz’s
training set. This explains why DI has very high independent
thresholds (cf. Table 4). For example, for an honest trigger
set, the normalized effective size of an independent model
trained from CIFAR-10 can be as high as 90%.

While Szyller et al. [61] discovered the naturally occur-
ring false positives, we further show that a malicious A can
intentionally increase the normalized effective size to 100%.

Proof-of-learning. Jia et al. [25] proposed an alternative
MOR scheme dubbed proof-of-learning (PoL), which allows
A to claim ownership of its model by proving integrity of the
training procedure. Its moc g includes a set of intermediate
models recorded during training, together with the correspond-
ing data points used to obtain each recorded model. With such
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amocg, J can replicate the path all the way from the initial
model to the final model to be fully confident that A4 has
indeed performed the computation to obtain the final model.

Nevertheless, as a MOR scheme, PoL has three problems.
Firstly, PoL only helps if F4 and F are identical, i.e., it is not
robust against the thief making minor changes to the stolen
model. Secondly, the authors of PoL only claimed that §
cannot generate a valid mocg with a lower cost than that
made by A4, i.e., it is not robust if § wishes to pay that much
cost to generate moc 4. Lastly, Zhang et al. [74] have shown
that, even with less cost than that made by A4, S can still
generate a valid moc 4.

10 Conclusion

There has been a steady stream of works that have demon-
strated that model theft is a real concern and MOR schemes
are needed. The recent flurry of works that showed how large
language models can be inexpensively bootstrapped off of
prominent, expensive, models like GPT-4 have underscored
this problem.

In this paper, we described a systematic shortcoming in
all existing MOR schemes that permits false accusations to
succeed, impacting the robustness, and hence the trustworthi-
ness, of those schemes. Although we outlined several possi-
ble generic countermeasures, they can incur significant costs.
Developing an efficient generic countermeasure, or identify-
ing effective countermeasures specific to individual MOR
schemes remain open problems.

Furthermore, we assume that the malicious accuser has
access to a surrogate dataset that is in the same distribution
as the suspect model’s training set, which may preclude false
claims on valuable models trained on rare or private datasets.
Evaluating the feasibility of false claims without this assump-
tion is left for future work.
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