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Abstract
Psychometric security scales can enable various crucial

tasks (e.g., measuring changes in user behavior over time),
but, unfortunately, they often fail to accurately predict actual
user behavior. We hypothesize that one can enhance predic-
tion accuracy via more comprehensive scales measuring a
wider range of security-related factors. To test this hypoth-
esis, we ran a series of four online studies with a total of
1,471 participants. First, we developed the extended security
behavior scale (ESBS), a high-coverage scale containing sub-
stantially more items than prior ones, and collected responses
to characterize its underlying structure. Then, we conducted
a follow-up study to confirm ESBS’s structural validity and
reliability. Finally, over the course of two studies, we elicited
user responses to our scale and prior ones while measuring
three security behaviors reflected by Internet browser data.
Then, we constructed predictive machine-learning models and
found that ESBS can predict these behaviors with statistically
significantly higher accuracy than prior scales (6.17%–8.53%
ROC AUC), thus supporting our hypothesis.

1 Introduction

Billions of people worldwide regularly spend a significant
amount of their time online or interacting with technological
devices. In fact, a recent report shows that the average Internet
user spend more than six hours per day online [21]. During
this time, users constantly face decisions that directly impact
their security and privacy, ranging from configuring permis-
sions to allow or prevent newly installed apps from accessing
certain information to selecting options to control who can
view their activities on social media.

Researchers have attempted to develop a rigorous under-
standing of users’ privacy attitudes, behaviors, concerns, and
preferences to help design systems that serve users best.
Among different approaches, psychometric scales such as
the Privacy Concerns Scale (PCS) [6], Internet Users’ Infor-
mation Privacy Concerns (IUIPC) [27], the Westin Index [25],

and the Security Behavior Intentions Scale (SeBIS) [11] have
been proposed as affordable and scalable means to learn about
users’ security and privacy attitudes, concerns, and behaviors.
Conceptually, these scales can be useful for various goals,
including enabling us to configure systems to safe defaults re-
specting users’ preferences (e.g., configuring sharing policies
on social media [50]); bootstrapping personalized defenses
to usable states (e.g., ones to automatically enable or block
tracking per user preferences [30]); raising users’ privacy
awareness (e.g., when they underestimate certain risks [15]);
or measuring changes in users’ behaviors and concerns over
time (e.g., due to interventions such as user education or the
implementation of new security and privacy features [9, 12]).

However, unfortunately, prior scales are often found to be
poor predictors of actual behavior. For example, Woodruff
et al. found no correlation between the Westin Index and re-
spondents’ privacy behavior in certain scenarios, such as ones
probing whether they would be willing to sell their medical
records for a certain fee [51]. Similarly, Tan et al. found that
two of three IUIPC sub-scales do not explain users’ likeli-
hood to share their private data, while the third had markedly
weaker explanatory power than other factors (e.g., the party
with whom the data is shared) [48].

A seeming counterexample is the work of Egelman et al.
who showed that scores on SeBIS—a 16-item scale com-
posed of four sub-scales measuring dimensions related to
proactive awareness, password generation, updating, and de-
vice securement—are correlated with users’ security-related
behavior [10]. For example, they showed that study partici-
pants who scored highly on proactive awareness were less
likely to be deceived by phishing than others. Still, the cor-
relation was far from being perfect. Furthermore, prior work
found that while SeBIS responses could predict users’ ex-
posure to malicious websites, they were significantly less
accurate than behavioral features at doing so (∼20% lower
area under the receiver operating characteristic curve) [43].
Thus, while scales such as SeBIS constitute easy-to-use in-
struments to learn about users, there remains significant room
for improving their accuracy at predicting actual behavior.
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We hypothesize that the omission of critical factors that
may directly impact users’ security behavior may harm scales’
ability to predict actual behavior. Said differently, we expect
that scales that cover a more comprehensive set of security-
related factors can predict users’ behavior more accurately.
To test this hypothesis, we developed the extended security be-
havior scale (ESBS), a scale covering a wider range of items
and factors than SeBIS. To develop ESBS, we started with a
comprehensive list of 374 security advice items [38], of which
we selected 45 to construct the initial questions according to
a well-defined, objective criteria. Following standard prac-
tices [7], we recruited 299 participants to refine the scale and
discover its underlying structure. Subsequently, we remained
with a scale consisting of 20 questions and five sub-scales
(i.e., factors), measuring behavior related to data securement,
proactive awareness, anti-virus usage, updating behavior, and
password creation. In a follow-up study, we recruited another
batch of 500 participants and validated the structure and re-
liability of ESBS. Besides being more comprehensive than
SeBIS (e.g., containing 20 vs. 16 items and five vs. four fac-
tors), ESBS also allows respondents to select N/A as answers
with the aim of eliciting more detailed information from them
and facilitating more accurate predictions.

Following scale construction, we tested how accurately
ESBS can predict users’ security behavior and contrasted it
with SeBIS. In particular, over the course of two studies, we
recruited 672 participants, collecting their browsing history
and user-agent information, and measured three behaviors:
(1) whether they clear their browsing history;(2) whether they
compartmentalize their browsing activities across browsers
or browser profiles; and (3) whether they keep their oper-
ating system up-to-date. Following standard psychometric
techniques—namely, factor analysis [7] and item response
theory [13]—we scored ESBS by linearly combining sub-
scale responses while giving equal weights to items (as in
SeBIS), or by combining sub-scales responses non-linearly,
scoring items per the mean and variance in participant re-
sponses. Then, we trained and evaluated predictive models
relying on scale scores, the number of N/As, and demograph-
ics as independent variables. For all three security behaviors,
we found that ESBS scored linearly leads to more accurate
predictions than SeBIS (6.17%–8.53% higher mean receiver
operating characteristic area under curve) and that accounting
for N/As can help improve prediction accuracy.

In a nutshell, this work makes the following contributions:

• We propose ESBS, a high-coverage psychometric secu-
rity scale containing more items and factors than SeBIS,
and validate its structure and reliability.

• We found that ESBS can predict three different security
behaviors more accurately than SeBIS.

• We found that including N/As can aid in improving pre-
diction accuracy, demonstrating the utility of including
them in psychometric scales as potential responses.

• We discovered that simple, linear scale scoring surpasses
elaborate non-linear scoring in prediction accuracy.

The paper proceeds as follows. Next, we cover related
work and background (§2) and introduce an overview of our
methodology (§3). Then, we present ESBS’s construction and
validation processes and results (§4) before we demonstrate
its improved behavior-prediction capacity (§5). We close the
paper with a discussion (§6) and a conclusion (§7).

2 Background and Related Work

This section will present standard scale-development proce-
dures, existing security and privacy scales, and work on secu-
rity and privacy predictive analytics.

2.1 Psychometric Scale Development
Of many scale-development procedures proposed in prior
work (e.g., [4, 7, 18, 31, 33]), the processes defined by Car-
penter [7] and Netemeyer et al. [33] are of the most widely
employed. At a high level, the processes start by composing
a list of concrete statements, also known as scale items, to
be used for capturing and measuring the different aspects of
latent concepts of interest (e.g., privacy attitudes or security in-
tentions). Then, exploratory factor analysis (EFA) is typically
used to assess correlations between statements, and identify
the structure of underlying latent constructs (i.e., sub-scales)
behind the main concept. After this step, we usually remain
with a subset of initial statements, each assigned to a different
sub-scale. Finally, confirmatory factor analysis (CFA) is con-
ducted to confirm the structure identified by EFA on a distinct
sample of responses. In line with prior work (e.g., [11]), we
follow a similar procedure to construct our scale.

Traditional approaches relying on factor analysis lever-
age linear scaling to measure humans on different sub-scales.
In other words, a sub-scale identified via factor analysis is
usually scored via the sum or average of responses to its cor-
responding statements. However, such approach does not ac-
count for the varied difficulties of items (i.e., mean response)
and the variance between respondents. To this end, certain psy-
chometric approaches, such as the notable item response the-
ory (IRT) [13], aim to account of inter-statement differences,
scoring respondents differently on each statement, depending
on its difficulty and the variance within the population. How-
ever, IRT models are rarely used to score scales, potentially
due to their complexity and limited support by open-source
tools [22]. In this work, we evaluate whether (non-linear) IRT-
based scaling can enable more accurate behavior predictions.

2.2 Security and Privacy Scales
Researchers have designed several privacy scales in past
decades (e.g., [6,17,25,27]). Considered as one of the longest-
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standing scales, the Westin Index helps categorize respon-
dents as privacy fundamentalists, pragmatists, or unconcerned
depending on their level of privacy concerns reflected by
answers to three statements [25]. The Internet Users’ In-
formation Privacy Concerns (IUIPC) scale contains three
sub-scales—control, awareness, and collection—for gauging
users’ privacy concerns [27]. Lastly, the Privacy Concerns
Scale (PCS) is a one-dimensional scale commonly used for
measuring privacy attitudes [6]. Differently from these efforts,
we aim to develop a security scale geared toward assessing
and predicting security-related behavior.

By contrast to privacy scales, the development of psycho-
metric security scales mostly dates back to the last decade
(e.g., [10, 14, 34, 41, 46, 49]). Notably, to our knowledge, the
Security Behavior Intentions Scale (SeBIS) was the first com-
posite scales aiming to assess user intentions to adopt a range
recommended security behaviors [10]. SeBIS contains 16
items and four sub-scales gauging intentions to secure de-
vices (e.g., via locking), generate strong passwords, update
software, and proactively avoiding risks through awareness
(e.g., via verifying links before clicking on them). Faklaris
et al. proposed SA-6, a one-dimensional six-item scale, for
assessing users’ security attitudes [14]. While it seeks to mea-
sure attitudes rather than behavior intentions, Faklaris et al.
found that SA-6 strongly correlates with SeBIS. In this work,
we compare our scale with SeBIS, as it aims to gauge behavior
more directly and is more comprehensive than alternatives.

2.3 Predictive Analytics

Researchers working on security and privacy predictive ana-
lytics have demonstrated the feasibility of forecasting security
behavior and incidents through observations and measure-
ments made earlier in time (e.g., [26, 40, 43, 45]). Many pre-
dictive analytics systems rely on system logs and other costly,
time-consuming, and potentially invasive system measure-
ments to enable predictions. For instance, Soska and Christin
collected information about content-management system ver-
sions and installed plugins to forecast whether web servers
will be compromised within a year from data collection [45].
As another example, Sharif et al. gathered HTTP logs and
related Internet browsing data (e.g., website categories and
amount of bytes downloaded or uploaded) to predict user
exposure to malicious content [43].

Arguably, scales constitute one of the simplest and least
invasive means to acquire information for predictive analyt-
ics. Indeed, prior work has shown responses to scales are
somewhat predictive of actual user behavior. For instance,
Egelman et al. have shown that study participants who scored
higher on SeBIS’s proactive awareness, updating, device se-
curement, and password generation sub-scales also tended to
detect phishing attempts more successfully, applied software
updates in a more timely manner, used smartphone-locking
mechanisms more often, and generated harder-to-guess pass-

words, respectively. Still, users’ scale scores often do not cor-
relate with their real-world behavior or leave significant room
for improvement. For instance, facing the so-called privacy-
paradox phenomenon, Woodruff et al. found that participants
reporting high privacy concerns on the Westin Index (i.e., pri-
vacy fundamentalists) were roughly as likely as others to share
sensitive data about themselves (e.g., medical records) for a
certain fee [51]. Mayer et al. found that SA-6 scores were not
predictive of password-meter adoption [28], while Smullen
et al. discovered they were unable to forecast whether users
will opt-out from online tracking [44]. Tan et al. reported that
two of three IUIPC sub-scales do not explain users’ likeli-
hood to share their private data, while the third had markedly
weaker explanatory power than other factors (e.g., the party
with whom the data is shared) [48]. Similarly, Sharif et al.
found that although SeBIS responses could predict users’ ex-
posure to malicious websites with certain accuracy, they were
significantly less accurate than behavioral features at doing so
(∼20% lower area under the receiver operating characteristic
(ROC) curve) [43]. This work explores the possibility of en-
hancing security scales’ accuracy at predicting user behavior
by making them more comprehensive.

3 Methodology Overview

Here we provide an overview of our methodology before we
lay out the details and the results in the following sections.
Our methodology consists of three primary stages, involving
scale development, scale validation, and user-behavior predic-
tion. In each of the first two stages we ran an online user study,
while in the last stage we administered two studies, resulting
in four studies overall. To avoid learning effects and ensure
internal validity, we recruited independent samples across the
four studies. Fig. 1 summarizes our methodology.

Scale Development We initiated our work by composing
the initial items to be included in our scale. We composed
the items’ statements by selecting appropriate security ad-
vice from Redmiles et al.’s comprehensive set of 374 advice
items [38]. In particular, we selected advice that was deemed
accurate, useful, of high priority, and widely relevant, as elab-
orated in §4.1. For each resulting item, scale respondents were
given the option to respond on a 5-point Likert scale denoting
the frequency in which they follow the advice, or alternately
select N/A, in case they felt the statement did not apply to
them or they did not understand the statement.

After composing the initial version of our scale, we con-
ducted an online user study to refine it and identify its la-
tent structure. We designed and ran an online user study to
collect responses to the initial scale items. After collecting
the responses, we removed unhelpful items (e.g., ones ex-
hibiting ceiling or floor effects) and ran EFA to identify the
sub-scales forming our primary scale, ending with ESBSFA,
a security-behavior scale containing five sub-scales and 20
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Scale Validation
(Section 4.2)

Validated scale

✔

Predicting Behavior
(Section 5)

System obs.

Scale Development
(Section 4.1)

Security advice 
pool

Initial scale Refined scale

Figure 1: A high-level overview of our methodology. We started by developing the scale, first compiling an initial scale by
selecting and rephrasing appropriate security advice, collecting responses via an online study, and refining the scale by running
EFA to identify the sub-scales that emerge and select the items to maintain. Subsequently, we collected additional responses and
validate the scale’s structure (via CFA) and validity. Lastly, we ran studies, this time also collecting system-level behavioral
observations, and built machine-learning models to measure the scale’s accuracy when predicting behavior.

items. Additionally, we analyzed the responses with an ade-
quate IRT model, and ended with ESBSIRT , a scale with five
equivalent sub-scales based on the same 20 items as ESBSFA
but is scored non-linearly.

Scale Validation Next, we ran another online study to assess
the scale’s reliability and validity. High reliability indicates
that the scale and its corresponding sub-scales’ items measure
the same constructs, whereas high validity denotes that the
same underlying construct holds on independently collected
samples. After collecting another sample of responses, we ran
standard reliability and validity tests and ensured that scale
and the underlying structure we identified in the first stage
were reliable and valid.

Predicting Behavior Finally, we conducted two online stud-
ies to measure whether ESBS can predict security behav-
ior and put out hypothesis—i.e., scales with higher coverage
are able to predict behavior more accurately—to the test. In
these studies, besides collecting responses to ESBS’s and
SeBIS’s items and demographic questions, we also collected
participants’ browsing history or their user agent strings, to
gauge whether they follow recommended security behav-
iors (namely, isolating browsing sessions across profiles or
browsers, clearing browsing history, and frequently applying
operating-system updates). Subsequently, we trained machine-
learning models to predict behavior based on scale scores
and demographics, and compared the prediction performance
across scales and scoring techniques (i.e., via FA or IRT).

All of our user studies have been reviewed and approved
by our Institutional Review Board (IRB).

4 Higher Coverage Security Scale

This section presents the process we followed to develop
ESBS, our scale with higher coverage, and the process for
refining and validating it. We also contrast ESBS with SeBIS
to highlight their similarities and differences.

4.1 Scale Development

4.1.1 Methodology

Composing Initial Items Similarly to SeBIS [11], we based
our scale’s questions on widely recommended security ad-
vice to measure end-users’ compliance intentions. Yet, unlike
SeBIS, which started from 30 advised behaviors, we used a
richer, more exhaustive pool. Specifically, we built on Red-
miles et al.’s work [38] to form an initial comprehensive set
of advice. Their work analyzed >2,000 documents contain-
ing security and privacy advice, and identified 374 advice
items that are often suggested to users. These items pertain to
twelve categories, ranging from account security to network
security, and from password creation and management to anti-
viruses. The categories are mostly mutually exclusive, except
for four advice items that appear in two categories each. Red-
miles et al. surveyed 41 security and privacy experts to assess
the advice items’ accuracy (i.e., whether following them is
conducive to security and privacy) and perceived utility (i.e.,
the expected risk reduction due to compliance with the ad-
vice). Furthermore, they asked experts to prioritize items, only
to find out that there is no widely acceptable prioritization
among experts—more than 50% of advice appeared at least
once in experts’ top-ten most recommended advice items.

While comprehensive, basing the scale’s items on all 374
advice items would result in a long, impractical questionnaire:
it would be prohibitive to complete the questionnaire in a rea-
sonable amount of time, and participants are likely to become
less engaged and drop out in the middle, thus harming data
quality [2]. Therefore, we sought to select a subset of advice
to include in our questionnaire. Particularly, we applied the
following criteria for advice selection:

1. High accuracy: We ensured that all experts surveyed
agreed that the advice items are accurate.

2. High utility: The advice selected had high perceived
risk reduction. Specifically, we picked items whose per-
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ceived risk reduction was ≥40%—the median perceived
reduction among all advice.

3. High priority: We excluded low-priority advice items,
only keeping items in the 50th percentile.

4. Security relevance and wide applicability: Two re-
searchers manually and independently examined the re-
maining advice items and the documents originally pre-
senting them to identify ones that are 1) related to per-
sonal security (e.g., excluding items concerning giving
advice to others); and 2) applicable to a wide range of
users (e.g., not only ones raising kids or employed by
tech enterprises). Overall, they found 30 items that do
not satisfy the criteria, narrowing down the advice-item
list to 83. The coders had substantial inter-coder agree-
ment (Cohen κ=0.69) [29], and resolved disagreements
manually by discussing and agreeing on definitions.

5. Non-redundant: As a final step, we identified and re-
moved redundant advice. Over two consecutive meet-
ings, two researchers clustered the advice items together
according to their similarity, and picked a representative
item for each cluster.

Applying criteria 1–3 resulted in a marked decrease in the
number of advice items, with 103 items surviving the selec-
tion process. After applying all criteria, we remained with 45
initial advice items to include in our scale. Interestingly, these
items covered 15 of the 16 advice items originally included
in SeBIS. As a final step, in line with SeBIS, we rephrased
the advice items to statements assessing frequency at which
respondents follow recommended advice. Accordingly, re-
sponses to the scale are reported on a 5-point Likert scale:
Never (1), Rarely (2), Sometimes (3), Often (4), and Always
(5). Additionally, we allow respondents to select N/A to in-
dicate they do not understand the statement or feel it does
not apply to them. When scoring the respondents, we treat
N/As as never, since the respondent do not follow the describe
behavior in practice. Moreover, in our experiments, we eval-
uate whether the additional information gained from N/As
(e.g., that the participant lacks basic understanding regarding
a certain behavior) can be leveraged to enhance prediction
accuracy. Tab. 6 in App. B presents the initial 45 items.

Refinement and Sub-scale Identification Following the rec-
ommended steps for scale development of Carpenter [7] and
Netemeyer et al. [33], and SeBIS’s development procedure,
we designed an online user study to collect responses on our
initial scale, refine it, and explore its latent construct via EFA.
We asked participants in our study to fill out a survey com-
posed of three primary parts. The first part presented the initial
scale’s questions, assessing the participants’ propensity to fol-
low the 45 recommended advice items initially selected. We
were concerned that participants’ responses were influenced
by their desire to appear more socially acceptable [8]. There-
fore, in the second part, we measured social desirability to

test whether participants’ willingness to appear more socially
acceptable correlated with their answers to our survey ques-
tions. Particularly, to measure social desirability, we asked
participants to complete a conventional 13-item version of the
Marlowe-Crowne social desirability scale [8, 39]. Finally, we
asked participants basic demographic questions. The detailed
study protocol is presented in App. A.1.

We took several measures to maintain internal and external
validity, and ensure data quality. To mitigate ordering effects,
we presented the questions of the first and second parts in a
randomized order. Additionally, to avoid selection bias, we
advertised our study as one exploring technology perceptions,
similarly to Abrokwa et al. [1]. Finally, following Egelman
and Peer [11], we began the study with attention questions,
notified participants that failed them once, and precluded par-
ticipants that failed them twice from completing the study.

Data Analysis We followed standard processes to analyze
the collected data [7]. First, we examined how often ques-
tions received N/A responses. After noticing the no ques-
tion stood out as widely non-applicable, we mapped N/A
responses to “Never” (i.e., 1), following the intuition that if
a respondent reports security advice as non-applicable, then
they never follow it. As an alternative approach, we also ran an
identical analysis while employing the so-called imputations
technique—treating N/As as missing values, and replacing
them with most likely estimates based on other participant
responses [32]. This approach led to consistent findings.

Secondly, we removed items exhibiting ceiling (µ>4.0)
or floor (µ<2.0) effects, or low variance (σ<1.0), as these
have low utility in a scale due to not differentiating between
respondents. We also removed items that did not exhibit high
Spearman correlation (≥0.3) with other items, as they fail to
measure the same construct as other items [7].

Thirdly, we verified the factorability of the data by running
Bartlett’s test of sphericity, the Kaiser-Meyer-Olkin test of
sampling adequacy, and inspecting the inter-item correlation
matrix. We then tested whether all statistics lay within the
recommended ranges [7].

Then, we performed EFA, using maximum-likelihood esti-
mation and Oblimin rotation [7]. In line with prior work [19,
36], we followed an iterative EFA procedure. Specifically, af-
ter selecting the number of factors via the standard eigenvalue
criterion (i.e., factors whose eigenvalue are above one) [7], we
examined per-item factor loadings and removed items whose
largest loadings were low (<0.32). The rationale behind re-
moving those items is that they are unable to reliably measure
a single latent construct [7]. We repeated this process until
no items were removed, remaining with the refined scale and
corresponding sub-scales.

Lastly, we analyzed the participants’ responses using a mul-
tidimensional IRT model called the multidimensional graded
response model (MGRM), a model applicable for analyzing
polytomously scored items (e.g., on a Likert scale, akin to
ours) and discovering latent dimensions (i.e., sub-scales) [24].
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MGRM assumes that each person has a certain ability that can-
not be observed directly, but can be estimated from their ob-
served responses to a psychometric scale. The MGRM model
assigns each item k-1 thresholds where k is the number of
response levels per item (e.g., k=5 for a 5-point Likert scale).
The ith threshold denotes the ability score the respondent
need to surpass to increase their likelihood of selecting the
i+1th response level or higher for the given item. Moreover,
MGRM assigns each item a discrimination parameter per di-
mension. The higher is the discrimination score, the more the
item varies between individuals as their ability changes along
the dimension. We estimated the MGRM model’s parameters
with an increasing number of dimensions, selecting the model
with the lowest Bayesian information criterion (BIC) as long
as increasing the number of dimensions (i.e., model complex-
ity) markedly decreased the BIC (by >5), as is standard [42].
Once the model’s threshold and discrimination parameters
were found, we could use them to estimate the participants’ la-
tent ability scores per sub-scale from their responses through
maximum a posteriori likelihood estimation. We used the
GIRTH Python package1 for parameter estimation.

4.1.2 Participants

We recruited participants via Prolific,2 an online crowdsourc-
ing platform. We opened our study to participants from the
United States who are at least 18 years old. Additionally, we
used Prolific’s functionality to collect data from a population-
representative sample, resulting in a sample whose ethnicity,
gender, and age distribution reflects the general United States
population’s. A total of 307 participants started the study,
and eight dropped out due to failing the attention question.
Thus, overall, 299 participants completed our study, leading to
>5:1 response-to-item ratio, as recommended [7]. The aver-
age participant’s age was 45.6 (±16.0) years and 47.8% of the
participants reported themselves as males. It took participants
an average of 9.3 minutes to complete the survey, and they
were compensated 1.6 GBP (≈2.0 USD) for participating.

4.1.3 Results

The number of N/A responses received for each of the 45
initial items was relatively low, leading us to initially keep
all items. However, we later excluded 19 items due to ceiling
effects (10), low variance (11), or low total-item correlation
(2), leaving us with 26 items. Tab. 6 presents detailed statistics
for all items. For the remaining items, we found that Bartlett’s
test of sphericity (χ2=2730.0, p-value<0.001), Kaiser-Meyer-
Olkin test of sampling adequacy (0.91), and the inter-item
correlation values (0.28 on average), all laid in the recom-
mended ranges [7, 35]. We highlight that none of the items,

1https://eribean.github.io/girth/
2https://prolific.co
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Figure 2: Eigenvalues attained from EFA. We selected five
factors, as the eigenvalues of remaining factors were <1.

including those removed, were correlated with the social desir-
ability measures, indicating that participants’ responses were
not influenced by a social desirability bias.

For EFA, we selected five factors according to the eigen-
value criterion (Fig. 2) [7]. We ran EFA for three iterations,
removing a total of six items in the first two iterations, and
none in the third. Hence, overall, we remained with 20 items
in our scale. Tab. 1 presents the factors and their correspond-
ing items, while Tab. 2 lists the factor loadings on each factor,
per item. Two researchers met and named the sub-scales ac-
cording to the themes of their respective items. The first factor
(DS) gauges behaviors related to data securement (e.g., vali-
dating the digital certificates of HTTPS websites); the second
factor (PA) assesses proactive awareness (e.g., verifying the
extensions of downloaded files); the third factor (AV) mea-
sures whether individuals install and use security programs
(namely, anti-viruses); the fourth factor (UP) elicits whether
individuals keep their devices up-to-date; and the last factor
(PW) checks whether they select strong and unique passwords.
We refer to each of these identified sub-scales by ESBS∗

FA,
where ∗ stands to the sub-scale’s name (e.g., ESBSDS

FA to the
data securement sub-scale identified via factor analysis and
scored via summing the relevant items’ responses).

The IRT analysis also resulted in five dimensions, all of
which heavily align with the factors found by EFA. Tab. 2
presents the dimensions and items’ discrimination-score es-
timates. It can be immediately seen that items typically con-
tribute the most to the dimension corresponding to the related
factor from EFA. In other words, the highest factor loadings
and discrimination scores of most items are assigned to the
same dimensions. Accordingly, we refer to the IRT sub-scales
by ESBS∗

IRT , where ∗ stands for the related factor’s name. A
chief difference between the IRT and EFA models is that, in
the case of EFA, the sub-scale scores are computed by linearly
combining the scores of specific sets of items via summation,
whereas, in the case of IRT, all items contribute non-linearly
to all sub-scale scores (a.k.a., the ability scores), and the item
contributions to each ability score are non-uniform, varying
based on the thresholds and discrimination parameters.
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# Factor 1: Data Securement (DS; 15.0% of variance explained; λ=3.00) µ σ

1.1 I encrypt my email contents when sending sensitive information (e.g., banking and health information or social
security number)

2.52 1.56

1.2 I validate the digital certificates on the websites I visit 2.64 1.38
1.3 I review the validity of my root certificates 2.12 1.40
1.4 I validate the digital signatures files before opening them 2.68 1.46
1.5 I physically destroy drives I am done using and wish to erase 2.60 1.68
1.6 I encrypt my devices’ disks to keep my data confidential 2.38 1.48
1.7 I safely store my private key for email encryption 2.60 1.68

# Factor 2: Proactive Awareness (PA; 11.0% of variance explained; λ=2.19) µ σ

2.1 I verify whom I communicate with online (via email or online messaging apps) is really the person I intend to 3.92 1.18
2.2 I verify links (e.g., in the URL bar or by mouseover) to ensure that I am accessing intended websites 3.83 1.19
2.3 I check the extensions (e.g., .exe, .pdf) of files I download 3.93 1.25
2.4 I turn on download notifications in my browsers 3.69 1.45
2.5 When possible, I use two- or multi-factor authentication 3.83 1.11
2.6 I disable auto-run to prevent potentially malicious downloaded programs from running 3.61 1.55

# Factor 3: Anti-virus (AV; 7.7% of variance explained; λ=1.55) µ σ

3.1 I scan attachments for viruses before downloading or opening them 3.51 1.43
3.2 I verify that my anti-virus software is up-to-date 3.77 1.30
3.3 I install anti-virus software when setting up my devices 3.91 1.31

# Factor 4: Updates (UP; 5.9% of variance explained; λ=1.17) µ σ

4.1 I turn on automatic updates for devices and applications upon installation 3.56 1.22
4.2 When I am prompted about a device or software update, I immediately install it 3.30 1.13

# Factor 5: Passwords (PW; 3.8% of variance explained; λ=0.77) µ σ

5.1 I select hard-to-guess passwords (with multiple character types, without dictionary words, etc.) 3.99 1.11
5.2 I select different passwords for different accounts and devices 3.93 1.09

Table 1: The final items included in our scale and the related factors (i.e., sub-scales) uncovered by EFA and IRT. For each item,
we report the mean (µ) and standard deviation (σ), where responses were collected on a 5-points Likert scale. We assign each
factor and acronym, and report the percentage of variance explained and associated eigenvalue from factor analysis.

4.2 Scale Validation

4.2.1 Methodology

Study Design We validated the scale by eliciting responses
on the ESBS from new participants. This time, we asked the
participants to respond to the ESBS’s questions followed by
demographics questions. Again, to ensure data quality we
introduced an attention question, warned participants who
failed it once, and disqualified those who erred twice. We
also randomly ordered the ESBS’s items to prevent ordering
effects. Moreover, we advertised the study as one exploring
technology perceptions to alleviate selection bias. The com-
plete study protocol is available in App. A.2.

Data Analysis We validated ESBS by testing its overall re-
liability, as well as the reliability of each of its sub-scales.
Additionally, we tested the validity of the structure discovered
in §4.1.3—i.e., checking whether the same latent structure
generalizes across samples. To assess reliability, we used

Cronbach’s α, and checked whether it lays in the desirable
range of ≥0.6 [3]. To check structural validity, we used a
battery of goodness of fit measures and tested whether they
fall within their respective recommended ranges. Specifically,
we tested that the Root Mean Square Error of Approximation
(RMSEA) falls below the recommended cutoff of 0.06 [20];
the Standardized Root Mean Square Residual (SRMR) lays
below the suggested 0.08 [20]; the Comparative Fit Index
(CFI) is above the recommended 0.9 [33]; and the Tucker-
Lewis Index (TLI) falls above 0.9 [33].

4.2.2 Participants

We recruited participants via Prolific. We opened our study
to participants from the United States who are at least 18
years old. Additionally, we collected data from a population-
representative sample, resulting in a sample whose ethnicity,
gender, and age distribution reflects the general United States
population’s. We also ensured the participants were distinct
of those recruited for the first study. A total of 509 partici-
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EFA IRT
# F1 F2 F3 F4 F5 D1 D2 D3 D4 D5

1.1 0.755 -0.078 0.100 -0.032 0.049 1.445 0.742 1.014 0.021 -0.446
1.2 0.585 0.201 0.098 0.009 -0.167 1.135 1.301 0.824 -0.039 -0.433
1.3 0.625 0.144 -0.035 0.102 -0.167 1.566 1.501 1.258 -0.261 -0.503
1.4 0.572 0.256 0.081 -0.001 -0.205 1.333 1.186 1.016 -0.023 -0.377
1.5 0.400 0.067 0.048 -0.146 0.163 1.281 1.110 0.840 0.044 -0.490
1.6 0.721 -0.049 -0.011 0.049 0.214 1.714 0.961 1.084 -0.093 -0.525
1.7 0.762 -0.045 -0.045 0.018 0.050 0.642 0.846 0.302 0.287 -0.055

2.1 0.097 0.469 -0.022 0.036 -0.068 0.229 0.850 0.353 -0.078 0.223
2.2 0.056 0.704 0.122 -0.073 -0.055 0.168 1.673 0.120 0.005 0.206
2.3 -0.02 0.665 0.015 0.007 0.130 0.166 2.040 -0.065 -0.047 0.327
2.4 -0.068 0.549 -0.061 0.137 0.053 -0.048 1.131 0.195 0.259 -0.061
2.5 0.187 0.444 -0.032 0.078 0.185 0.728 0.637 0.001 -0.001 -0.001
2.6 0.160 0.430 0.087 -0.036 0.053 -0.001 1.710 0.001 0.001 0.001

3.1 0.128 0.262 0.336 -0.006 0.150 0.185 1.474 1.028 0.413 0.239
3.2 -0.026 0.057 0.875 0.033 -0.041 0.414 1.896 2.377 2.140 1.192
3.3 0.035 -0.100 0.761 0.02 0.074 0.071 1.468 2.048 1.776 0.950

4.1 0.024 -0.047 0.075 0.808 0.009 0.992 0.485 -0.449 2.260 -0.296
4.2 -0.020 0.068 -0.054 0.672 -0.015 0.602 0.514 -0.366 1.369 0.105

5.1 0.033 0.331 0.118 -0.008 0.486 0.901 0.825 0.337 0.001 1.261
5.2 0.120 0.115 0.090 -0.017 0.510 1.929 1.325 -0.001 -0.001 2.597

α 0.857 0.766 0.760 0.704 0.614 - - - - -

Table 2: A summary of the EFA and IRT results. For EFA, we report the per-item factor loadings on the identified five factors.
We also report Cronbach’s Alpha (α) for each factor. The scale’s overall α is 0.882. For IRT, we report the discrimination values
per dimension for each of the items. The maximum factor loading and discrimination value for each item are in boldface.

pants started the study, and nine dropped out due to failing the
attention question or quitting our study. Thus, overall, 500 par-
ticipants completed our study. The average participant’s age
was 45.4 (±16.3) years and 47.6% of the participants reported
themselves as males. It took participants an average of 5.1
minutes to complete the survey, and they were compensated
0.82 GBP (≈1.0 USD) for participating.

4.2.3 Results

Tab. 3 presents the reliability and validity metrics we calcu-
lated. The results show that all metrics fall within the ranges
recommended in the literature. Hence, we can conclude that
ESBS and each of its sub-scales are reliable, and that the
scale’s structural validity holds.

4.3 Comparison With SeBIS

It is instructive to contrast ESBS with SeBIS. Two members
of the research independently coded each of the SeBIS and
ESBS items according to whether they are included in the
other scale. The researchers agreed on 13 of the 16 SeBIS

Metric Value Recommended

Reliability

α(DS) 0.83

≥0.60

α(PA) 0.71
α(AV) 0.80
α(UP) 0.64
α(PW) 0.71
α(Overall) 0.88

Validity

CFI 0.93 ≥0.90
TLI 0.91 ≥0.90
RMSEA 0.05 ≤0.06
SRMR 0.05 ≤0.08

Table 3: Reliability and validity measures and their recom-
mended ranges. All lay within recommended ranges.

items and resolved differences by accepting one of the re-
searchers’ codes. Eight of the SeBIS items were not included
in ESBS due to exhibiting ceiling effects of low factor load-
ings. Of the eight SeBIS items that were included in ESBS,
two overlapped with a single ESBS item. Hence, 13 ESBS
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items were not covered by SeBIS. Specifically, these included
ESBS items 1.1, 1.3–1.7, 2.1, 2.3–2.6, 3.1, and 3.3 (see Tab. 1).
These items cover a wide range of critical security behavior,
including the encryption and protection of sensitive informa-
tion users send online, the verification of parties they com-
municate with via email and messaging applications, the use
of multi-factor authentication, and the deployment of anti-
viruses [38]. By including these items, ESBS covers a wider
range of behaviors than SeBIS. In what follows, we verify
whether this higher coverage translates to higher prediction
accuracy of actual user behavior.

5 Behavior Prediction

After developing ESBS and validating it, we ran two studies to
test whether it can predict user behavior and compare its pre-
diction accuracy with that of SeBIS. In one study, we collected
Internet-browsing data and attempted to predict whether par-
ticipants isolate browsing sessions across different profiles or
browsers, and whether they frequently clean their browsing
history. In the other study, we sought to predict whether users
keep their operating systems up-to-date.

5.1 Browsing-Behavior Study

5.1.1 Methodology

Study Design We administered a user study to gather re-
sponses to ESBS and SeBIS, and collect browsing data. In
this study, we presented participants with ESBS and SeBIS
questionnaires. As in the studies above, additionally to the
5-point Likert scales, study participants could also respond
with N/A to ESBS items. Subsequently, participants were
asked to install a Chrome extension to share their browsing
history with the researchers. We selected Chrome as it is the
browser with the largest market share—62.85% of Internet
users set Chrome as their default browser [47]. To ameliorate
privacy concerns, we limited the data collection to the last
three months of browsing history, collecting only first-party
websites and fully qualified domains visited (instead of full
URLs). Furthermore, we allowed study participants to remove
domains they preferred not to share before uploading the data.
For each domain shared by participants, we also included the
timestamp of the visit. After completing the upload, partic-
ipants were presented with demographic questions, asking
about their age, gender, education, occupation, and income.
In the absence of automatic means to collect data about partic-
ipant behavior via the extension—i.e., test if they clear their
browsing history or compartmentalize browsing sessions—we
resorted to collecting self-reported data. However, we later
verified that the reported data were consistent with the logged
browsing histories (§5.1.3). Specifically, we asked partici-
pants whether they use unique profiles or browsers for partici-
pating in online study, separating their study-taking activities

from everyday browsing. Such compartmentalization would
indicate that the participants are security- and privacy-aware,
as isolating browsing sessions is a recommended behavior to
help circumvent online tracking and protect one’s data when
engaging risky activities [38]. Moreover, we asked partici-
pants about whether they have cleared their browsing history,
fully or partially, within the past three months. Participants
could answer affirmatively, negatively, or most likely. Again,
clearing the browsing history is a recommended security and
privacy behavior [38], as it could, for example, help remove
login tokens that could be (mis)used by adversaries to imper-
sonate the user. App. A.3 contains the study’s protocol.

As before, in this study too we used attention questions to
ensure data quality. We also presented the SeBIS and ESBS
questionnaires and their respective items in random order to
mitigate ordering and learning effects. To comply with the
study platform’s terms of service, we let participants know
in advance that they will be asked to install an extension that
will share browsing data with researchers. Yet, to alleviate
self-selection bias, we avoided listing the study as a security
study, advertising it as one aiming to measure technology
perception and Internet usage. Furthermore, we limited partic-
ipation from Chrome browsers, as our extension only supports
uploading data from Chrome.

Data Analysis We initiated the analysis by validating the
participants’ responses, checking that participants who self-
reported to compartmentalize browsing activities indeed
mostly visited study-taking platforms, while those who self-
reported to have cleared their browsing history uploaded
records that span shorter time periods than others.

Next, we tested and compared the behavior-prediction ac-
curacy using SeBIS and ESBS. To this end, we built machine-
learning models aiming to predict whether participants behave
securely based on scale responses and demographics. More
concretely, the dependent variable of the models was an indi-
cator variable denoting whether a participant behaves securely
(i.e., compartmentalize sessions or clear browsing history) or
not. The independent variables primarily included the scores
on each sub-scale—four scores in the case of SeBIS and five
in the case of ESBS. To compare linear and non-linear scoring,
we trained and evaluated models with EFA- and IRT-derived
scores for both SeBIS and ESBS. Additionally, to evalu-
ate whether N/As are conducive for predictions, we tested
ESBS models with and without an additional independent
variable representing the number of N/A responses entered
by the participant. I.e., this resulted in six conditions com-
pared per security behavior: linearly scored SeBIS (SeBISFA),
non-linearly scored SeBIS (SeBISIRT ), linearly scored ESBS
with or without N/A count (ESBSFA and N/A+ESBSFA), non-
linearly scored ESBS with or without N/A count (ESBSIRT
and N/A+ESBSIRT ). To account for demographics, we also in-
cluded independent variables for age (in years), and indicators
for higher education (Bachelor’s or above), high income (75K
USD or higher yearly income), gender (female or not), and
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technical background. Of different machine-learning mod-
els we tested, random forests attained the highest accuracy.
Thus, we ran 20 evaluation rounds (90-10 training-test splits),
in which we performed a grid-search with three-fold cross-
validation to choose the best model hyperparameters per con-
dition, and evaluated performance on the test samples. As the
accuracy metric, we used the receiver operating characteristic
area under curve (ROC AUC), whose value ranges from 0 to
1, and tends to 1 as the model is more accurate. After finishing
the evaluation, we performed a paired t-test to compare the
mean AUC with the SeBISFA condition.

We were also interested in assessing how each independent
variable affects prediction accuracy. Therefore, we used the
well-established permutation-importance model interpretation
technique [5]. Given a trained model, this technique permutes
the values of an independent variable across samples and
measures the resulting decrease in accuracy. This process is
repeated several times, permuting values of one independent
variable at a time, and the average decrease in accuracy is
eventually emitted as a measure of feature importance—the
higher decrease in accuracy due to permutation, the more
important is the independent variable for classification, as
perturbing it markedly harms classification accuracy. We re-
port the average permutation-importance scores across all
evaluation rounds per feature.

5.1.2 Participants

We recruited 228 participants for this study through Prolific,
while limiting participation to individuals who are at least 18
years old, are located in the United States, and had not par-
ticipated in the two previous studies. We recruited a gender-
balanced sample, resulting in 111 respondents who identified
as females. The average participant age was 40.04 (±13.12)
years. It took participants roughly 12 minutes on average to
complete the study. Considering the sensitivity of the brows-
ing data we collected, we increased the compensation com-
pared to the previous studies to 2.48 GBP (≈3.0 USD), after
drawing on Tan et al.’s estimate of the cost at which individu-
als are willing to sell their browsing history [48].

5.1.3 Results

On average, each participants reported 1,279 visits to 18 dis-
tinct first-party domains. Most participants submitted their en-
tire available browsing history for the past three months, with
only 24 of the 228 participants removing and average of 9.17%
of the items from their history. Browsing histories spanned
at least two days for ≥89.47% of the participants, suggesting
that the study did not trigger most participants to (fully) clear
their history (arguably, participants who cleared their history
before participating may be intuitively deemed security- and
privacy-aware). 21.05% of the participants reported using a
unique profile or browser to participate in online studies and
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Figure 3: Boxplots depicting the time span covered by the
browsing history of participants reporting to have cleared,
likely cleared, or not cleared their browsing history.

crowdsourcing tasks. While we cannot fully verify compart-
mentalization behavior using our data alone, upon examining
the domains visited most often by the participants, we found
that indeed visits to crowdsourcing domains constituted an
overwhelming majority of the total visits in their browsing
history—a median of 71.59% of the total visits were to crowd-
sourcing websites. By contrast, for users reporting not using
unique profiles or browsers to partake in studies, a median
of only 42.54% of their total visits were to crowdsourcing
domains. These self-reports were reliable, thus we used them
to label participants according to whether they compartmen-
talize their browsing activity, separating their study-taking
activities from everyday browsing. The boxplots in Fig. 3
depicts the time span covered by browsing histories of partic-
ipants reporting clearing, likely clearing, or not clearing their
browsing history in the three months prior to uploading their
data. It can be seen that participants reporting clearing their
browsing history shared histories spanning markedly shorter
time spans than others, with all spanning 39 days or fewer
when excluding the three outliers. Still, some participants
reporting clearing or likely clearing their history shared data
spanning roughly three months. Hence, when labeling our
data, we avoided using potentially unreliable self-reports, and
instead treated participants who shared data spanning <39
days as ones who clean their history. Three participants re-
ported clearing their browsing history but shared browsing
data spanning >39 days. We categorized those participants
as ones who have not cleared their history. Labeling them as
ones who have cleared their browsing history did not impact
our takeaways.

Tab. 4 presents the ROC AUC mean and standard deviation
per condition. The results highlight that ESBSFA led to higher
prediction accuracy (1.70%–6.48% higher mean AUC) than
SeBIS, when scores via linearly (FA) or non-linearly (IRT).
These differences were statistically significant. Furthermore,
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Dependent variable: Compartmentalization
Condition AUC (±std)

SeBISFA 57.04% (±15.35%)
SeBISIRT 63.87% (±11.99%)
ESBSFA 65.57% (±12.33%)
ESBSIRT 58.03% (±12.98%)
N/A+ESBSFA 69.60% (±10.60%)
N/A+ESBSIRT 61.08% (±12.54%)

Dependent variable: Clearing history
Condition AUC (±std)

SeBISFA 62.57% (±10.70%)
SeBISIRT 59.42% (±10.88%)
ESBSFA 69.05% (±12.47%)
ESBSIRT 63.17% (±13.94%)
N/A+ESBSFA 68.76% (±11.22%)
N/A+ESBSIRT 65.47% (±11.91%)

Table 4: ROC AUCs of predicting dependent variables derived
from participants’ browsing histories (i.e., compartmentaliza-
tion and clearing history) using scale responses, demograph-
ics, and (sometimes) number of N/As. For each condition, we
report the mean and standard deviation (std) of the AUC. Un-
derlined values denote mean AUCs statistically significantly
larger than those achieved by SeBISFA (p-value<0.05).

incorporating the number of N/As as an independent variable
either preserved prediction accuracy (for clearing history) or
led to a statistically significant increase in prediction accuracy
(4.03% higher AUC for compartmentalization in condition
N/A+ESBSFA compared to ESBSFA). Finally, it can be seen
that non-linear scoring with IRT generally led to lower pre-
diction accuracy than linear scoring with FA.

We also tested whether incorporating SeBISFA scores along-
side N/A+ESBSFA could increase prediction accuracy. The
models we built using both scales as independent variables at-
tained 66.40%±12.11% and 68.70%±11.73% mean AUC for
compartmentalization and clearing history, respectively, fail-
ing to improve the accuracy achieved via N/A+ESBSFA alone.
This finding further supports our analysis in §4.3, showing
that informative SeBIS items are covered by ESBS. Hence,
combining scores on both scales is unlikely to introduce addi-
tional information boosting prediction accuracy.

Figs. 4–5 present the feature importance scores assigned
to the independent variables in the N/A+ESBSFA condi-
tion. Age was the most predictive independent variable both
when predicting whether the participants compartmentalize
browsing activities or clear their history, leading to a drop of
roughly 5.91–7.54% in mean AUC when permuted. Closely
behind are the ESBS sub-scales. When predicting compart-
mentalization, the data-securement (ESBSDS

FA ) and proactive-
awareness (ESBSPA

FA) sub-scales received high scores—2.55%
and 2.88% reduction in AUC when permuted, respectively.
This result supports the intuition that users reflecting high
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Figure 4: Mean importance of the independent variables when
predicting browsing-activity compartmentalization, as calcu-
lated by the permutation test.
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Figure 5: Mean importance of the independent variables when
predicting whether users clear their browsing history, as cal-
culated by the permutation test.

data securement and awareness intentions are more likely to
compartmentalize their browsing than others. When predict-
ing whether participants clear history, the data-securement
sub-scale (ESBSDS

FA ) received the highest importance score
amongst all sub-scales, again supporting intuition.

5.2 Updating-Behavior Study

5.2.1 Methodology

Study Design In the last study, following prior work [10], and
given the recent release of MacOS Ventura [23], we elected
to investigate whether ESBS responses can enable accurate
prediction of MacOS updates. More specifically, we sought to
test whether ESBS can predict whether participants’ MacOS
versions are eligible for security updates. Intuitively, as partic-
ipants whose MacOS version is more than three versions old
do not receive security updates, they are more vulnerable to at-
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tacks than others. Hence, a desirable user behavior is that they
update their MacOS version to receive security updates. We
limited participation in the study to MacOS users. We asked
participants to answer the ESBS and SeBIS questionnaires,
followed by demographic questions. Lastly, we asked partici-
pants to self-report their MacOS version from a drop-down
list, giving them instructions for how to find the exact ver-
sion in case they were uncertain about it. In the background,
similarly to prior work [10], we also collected the user-agent
string to further confirm the MacOS version. The complete
study protocol is available in App. A.4. Here too, we avoided
ordering effects by presenting the SeBIS and ESBS ques-
tionnaires and their respective items in a random order. We
also advertised the study as a technology-perceptions study
to minimize selection bias.

Data Analysis Except for the validation of the self-reported
MacOS versions and the derivation of the dependent variable
in the machine-learning model, our analysis was similar to
the previous study. Specifically, as the user-agent string can
be misleading (e.g., it can be altered by certain browser ex-
tensions [16]) and participants may misreport their MacOS
version, we compared self-reports with user-agent strings, re-
moving inconsistent responses, to ensure data validity. Our
dependent variable denoted whether the user’s MacOS ver-
sion is still eligible for security updates (i.e., version 11 or
above [23]) or not.

5.2.2 Participants

We recruited a set of new participants, distinct of those in-
cluded in the studies previously presented, via Prolific. We
opened our study to participants from the United States who
are at least 18 years old, using Prolific’s functionality to re-
cruit a gender-balanced sample. A total of 558 participants
started the study, and 57 of them dropped out due to failing
the attention question (7), quitting the study (4), or disqual-
ifying because they did not use MacOS (46). Overall, 501
participants completed our study. The average participant’s
age was 36.1 (±13.2) years and 49.3% of the participants
self-identified as males. It took participants 5.1 minutes on
average to complete the study, and they were compensated
0.82 GBP (≈1.0 USD) for participating.

5.2.3 Results

Of the 501 participants, the self-reports of 57 were inconsis-
tent with the user-agents, leaving us with 444 participants to
train models and evaluate prediction accuracy. Tab. 5 presents
the prediction mean ROC AUC for different conditions. Here
too, ESBSFA had statistically significantly higher mean AUC
than SeBISFA (+6.17% mean AUC). Non-linear scoring of
SeBIS (SeBISIRT ), increased prediction’s mean AUC by
3.41% compared to linear scoring (SeBISFA), however, the
mean AUC did not surpass that of predictions with ESBSFA.

Dependent variable: MacOS updating
Condition AUC (±std)

SeBISFA 51.13% (±10.59%)
SeBISIRT 54.54% (±8.75%)
ESBSFA 57.30% (±9.82%)
ESBSIRT 54.50% (±9.86%)
N/A+ESBSFA 56.09% (±12.51%)
N/A+ESBSIRT 54.15% (±12.39%)

Table 5: ROC AUCs of predicting MacOS updates using re-
sponses, demographics, and (sometimes) number of N/As. For
each condition, we report the mean and standard deviation
(std) of the AUC. Underlined values denote mean AUCs sta-
tistically significantly larger than those achieved by SeBISFA
(p-value<0.05).
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Figure 6: Mean importance of the independent variables
when predicting whether participants keep their MacOS up-
to-date, as calculated by the permutation test.

Incorporating the number of N/As alongside ESBSFA de-
creased the mean AUC by 1.21%, but the decrease was statis-
tically insignificant.

Fig. 6 presents the feature importance scores assigned to
the independent variables in the N/A+ESBSFA condition. As
anticipated, the updating sub-scale (ESBSUP

FA ) was most pre-
dictive of whether the participants had an up-to-date MacOS
version, leading to a 3.74% decrease in mean AUC when
permuted. As for other security behavior, the participants’ age
was again a strong predictor of actual updating behavior with
a 3.46% importance score.

6 Discussion

Limitations Several limitations should be taken into consider-
ation when interpreting our work. First, our participants, all of
whom are located in the United States, were recruited through
Prolific. It is well-known that Prolific users are younger and
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more educated than the general public. Hence, while the
participants represent a non-negligible fraction of Internet
users, the extent to which our results generalize to the general
Internet-user population, across cultures, ages, and education
levels remains to be tested. Second, we showed that ESBS
can help predict three security behaviors more accurately than
SeBIS. The validation of the result across three behaviors
is indeed encouraging. Nonetheless, it would be worthwhile
to test whether the result generalizes across more behaviors.
Particularly, behaviors related to the security of popular com-
puting platforms not covered in this work (e.g., mobile and
cloud) would be intriguing to study. Third, participants’ self-
reported behaviors could be inaccurate. We, however, ensured
that self-reports were consistent with logged data, indicat-
ing that they were of high quality. Thus, inaccuracies, if any,
are expected to be minimal. Lastly, we evaluated a finite set
of machine-learning models. While we identified and used
the best performing model type (i.e., random forests), it is
conceivable that their might exist another model that could
outperform it. Still, we believe our findings are informative, as
they hold across the most commonly used models in practice.

Means to Leverage ESBS Similarly to prior scales [10],
ESBS can serve both researchers and practitioners. Re-
searchers can employ ESBS as an inexpensive and non-
invasive means to explore how user behavior differs across
cultures [41] or evolves over time, for instance, due to changes
in technological norms or user exposure to advice or educa-
tion material. Practitioners, on the other hand, can exploit
ESBS’s predictive power to enable effective, personalized
interventions. For instance, employers surveying their em-
ployees can target security advice and education material to
employees anticipated to be at certain risk (e.g., due to not
separating personal browsing activities from those related
to work). One may also seek to leverage ESBS to tailor de-
fenses to users. For instance, if a user is expected to avoid
timely updates, aggressive interventions targeting them, such
as blocking or throttling access to the employer systems, may
help encourage them to update their system.

The ESBS sub-scales can be used together or separately.
Although individual sub-scales may be more helpful than
others for predicting specific behaviors (Figs. 4–6), we recom-
mend using the full scale if maximizing prediction accuracy
is a primary objective. For example, our experiments showed
that the ESBSFA and N/A+ESBSFA conditions incur up to 5%
ROC AUC loss when relying only on the most important sub-
scale per Fig. 5 (i.e., data securement) instead of all sub-scales
to predict whether participants clear their browsing history.

Trade-offs Between SeBIS and ESBS Due to including more
questions, ESBS has higher time overhead than SeBIS. A
rough estimate based on our data shows it took participants
∼54 seconds on average to respond to SeBIS compared to
∼68 seconds needed for the ESBS. While the additional time
imposed by ESBS could increase dropout rates, we have not

observed such an increase—the incompletion rates due to
quitting in the middle or failing attention checks were low
(<3%) regardless of whether we asked participants to fill out
only the ESBS questionnaire (§4.2) or both ESBS and SeBIS
(§5). Hence, the higher predictive accuracy of ESBS may
justify the minimal overhead compared to SeBIS, primarily
when ESBS is employed in settings where accuracy is critical
(e.g., studying user behavior over time).

Future Work To maximize the utility of ESBS, it is crucial
to ensure that it is widely accessible. To this end, we intend
to conduct cognitive and readability studies (e.g., employing
measures such as Smart Cloze [37]) to assess the scale’s ac-
cessibility, compare it with prior scales, and identify means
to improve it. Furthermore, we plan to run cross-cultural stud-
ies to adapt ESBS to different cultures, with a primary focus
on under-studied populations that are not western, educated,
industrialized, rich, and democratic (WEIRD) [41].

7 Conclusion

This paper offers the extended security behavior scale (ESBS),
a high-coverage security scale consisting of 20 questions and
five sub-scales. We developed ESBS through a rigorous pro-
cess and validated its structural validity and reliability through
an independent study. Furthermore, we showed that ESBS
can predict a variety of security behaviors at a higher ac-
curacy than commonly used prior scales. In particular, we
measured three user behaviors, including compartmentaliza-
tion of browsing activities, clearing browsing history, and
updating operating systems, and showed that ESBS can pre-
dict whether users follow these behaviors with 6.17%–8.53%
higher ROC AUC than SeBIS [11]. Among others, we also
found that N/As can help boost prediction accuracy, and that
linear scoring of scales typically leads to better predictions
than elaborate non-linear scoring.
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A Study Protocols

A.1 Scale development

A.1.1 This study requires you to voice your opinion us-
ing the scales below. It is important that you take
the time to read all instructions and that you read
questions carefully before you answer them. Pre-
vious research on preferences has found that some
people do not take the time to read everything that
is displayed in the questionnaire. The questions
below serve to test whether you actually take the
time to do so. Therefore, if you read this, please
answer ‘three’ on the first question, add three to
that number and use the result as the answer on
the second question. Thank you for participating
and taking the time to read all instructions.

• I would prefer to live in a large city rather than a small
city.

– [Seven-levels Likert scale: Strongly disagree; Dis-
agree; Weakly disagree; Neutral; Weekly agree;
Agree; Strongly agree.]

• I would prefer to live in a city with many cultural oppor-
tunities, even if the cost of living was higher.

– [Seven-levels Likert scale, from strongly disagree
to strongly agree.]

A.1.2 Please answer the following questions by selecting
the Likert-scale option that best describes how
often you follow the described behavior (i.e., Never,
Rarely, Sometimes, Often, Always). Alternately, if
you are unfamiliar with the described behavior or
believe it is inapplicable to you, please select the
N/A option.

• [Initial 45 questions (i.e., all items); see Tab. 6 ]

A.1.3 Listed below are a number of statements concern-
ing personal attitudes and traits. Please read each
item and decide how it pertains to you. Please re-
spond to each item by either TRUE (T) or FALSE
(F). Indicate your response by selecting the appro-
priate answer next to the item.

• [Marlowe-Crowne’s social desirability questions [39].]

A.1.4 What is your age in years?
A.1.5 What is your gender?

• [Options: Male; Female; Non-binary / third gender; Pre-
fer not to say.]

A.1.6 Which of the following best describes your highest
achieved education level?

• [Options: Some high school; High school graduate;
Some college, no degree; Associates degree; Bachelor’s
degree; Master’s degree; Doctorate (PhD, MD, or simi-
lar); Other; Prefer not to answer.]

A.1.7 Which of the following best describes your pri-
mary occupation?

• [Options: Administrative support (e.g., secretary, assis-
tant); Art, writing, or journalism (e.g., author, reporter,
sculptor); Business, management, or financial (e.g., man-
ager, accountant, banker); Education or science (e.g.,
teacher, professor); Legal (e.g., lawyer); Medical (e.g.,
doctor, nurse, dentist); Computer engineer or IT profes-
sional (e.g., programmer, IT consultant); Engineer in
another field (e.g., civil or bio-engineer); Service (e.g.,
retail clerk, server); Unemployed; Retired; College stu-
dent; Graduate student; Crowdsourcing worker (e.g., Me-
chanical Turk worker); Prefer not to answer.]

A.1.8 What is your household’s income?
• [Options: Less than $15,000/year; $15,000/year-

$24,999/year; $25,000/year-$34,999/year; $35,000/year-
$49,999/year; $50,000/year-$74,999/year; $75,000/year-
$99,999/year; $100,000/year-$149,999/year;
$150,000/year-$199,999/year; $200,000/year or
above; Prefer not to answer.]

A.1.9 Which device types do you use? Please select all
applicable types.

• [Options: Smartphone - Android; Smartphone - iPhone;
Smartphone - Others; Laptop - MacOS; Laptop -
PC/Windows; Laptop - Other; Desktop - MacOS; Desk-
top - PC/Windows; Desktop - Other; Tablet - Android;
Tablet - iPad; Tablet - Windows; Tablet - Other.]

A.2 Scale Validation

A.2.1 [Attention check, same as App. A.1.1.]
A.2.2 Please answer the following questions by selecting

the Likert-scale option that best describes how
often you follow the described behavior (i.e., Never,
Rarely, Sometimes, Often, Always). Alternately, if
you are unfamiliar with the described behavior or
believe it is inapplicable to you, please select the
N/A option.

• [ESBS questions; see Tab. 6 ]
[Six demographic questions; same as Apps. A.1.4–A.1.9.]

A.3 Predicting Behavior (Browsing-Behavior)

A.3.1 [Attention check; same as App. A.1.1.]
A.3.2 [ESBS question; same as App. A.2.2.]
A.3.3 [SeBIS questions; same as Egelman et al. [11].]
A.3.4 [Direct study participants to install Chrome exten-

sion and upload their browsing history.]
[Six demographic questions; same as Apps. A.1.4–A.1.9.]
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A.4 Predicting Behavior (MacOS updating)

A.4.1 [Attention check; same as App. A.1.1.]
A.4.2 [ESBS question; same as App. A.2.2.]
A.4.3 [SeBIS questions; same as Egelman et al. [11].]
[Six demographic questions; same as Apps. A.1.4–A.1.9.]
A.4.4 Which macOS version are you currently using?

If unsure, please check the macOS version by se-
lecting the Apple logo in the menu bar followed by
“About This Mac.”

• [Options: Ventura (13); Monterey (12); Big Sur (11);
Catalina (10.15); Mojave (10.14); High Sierra (10.13);
Sierra (10.12); El Capitan (10.11); Yosemite (10.10);
Mavericks (10.9); Mountain Lion (10.8); Lion (10.7);
Snow Leopard (10.6); Leopard (10.5); Tiger (10.4); Pan-
ther (10.3); Jaguar (10.2); Puma (10.1); Cheetah (10.0).]

[The user-agent string is logged in the background, with-
out user interaction.]

B All Initial Items

Tab. 6 presents all 45 items initially considered for inclusion
in ESBS and reports the reason why certain items were even-
tually excluded.
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# Description µ σ N/As Corr. Removed
1 I verify that recipients are reputable before sharing sensitive information 4.33 0.97 0.02 - µ,σ
2 I verify whom I communicate with online (via email or online messaging apps) is really the

person I intend to
3.92 1.18 0.03 2

3 I share my email address in return for free samples and products 2.45 1.10 0.01 0 C
4 I scan attachments for viruses before downloading or opening them 3.51 1.43 0.03 16
5 I carefully handle suspicious emails even if the sender address appears trustworthy 4.43 0.82 0.01 - µ,σ
6 I encrypt my email contents when sending sensitive information (e.g., banking and health

information or social security number)
2.52 1.56 0.14 13

7 I verify that my anti-virus software is up-to-date 3.77 1.30 0.03 14
8 I turn on automatic updates for devices and applications upon installation 3.56 1.22 0.00 1
9 When I am prompted about a device or software update, I immediately install it 3.30 1.13 0.00 1

10 I install anti-virus software when setting up my devices 3.91 1.31 0.02 6
11 I use browsers that protect against phishing 4.00 1.21 0.04 14 F
12 I am careful about following email links that ask me to provide sensitive information 4.71 0.66 0.00 - µ,σ
13 I verify links (e.g., in the URL bar or by mouseover) to ensure that I am accessing intended

websites
3.83 1.19 0.02 16

14 I avoid clicking on ads while browsing the Internet 4.32 0.88 0.00 - µ,σ
15 I abstain from entering sensitive information on websites not using HTTPS 4.07 1.20 0.03 - µ
16 I validate the digital certificates on the websites I visit 2.64 1.38 0.09 16
17 I review the validity of my root certificates 2.12 1.40 0.21 7
18 I avoid downloading and installing untrusted programs I may not be looking for 4.69 0.56 0.00 - µ,σ
19 I validate the digital signatures files before opening them 2.68 1.46 0.15 17
20 I check the extensions (e.g., .exe, .pdf) of files I download 3.93 1.25 0.02 11
21 I turn on download notifications in my browsers 3.69 1.45 0.05 4
22 I physically destroy drives I am done using and wish to erase 2.60 1.68 0.13 5
23 I encrypt my devices’ disks to keep my data confidential 2.38 1.48 0.12 13
24 I avoid storing data that I do not need 3.71 1.12 0.01 2 F
25 I back up the data on my devices 3.68 1.18 0.01 8 F
26 I securely lock my devices with passcodes or biometrics (e.g., touch ID) 4.21 1.18 0.02 - µ
27 I lock my computer when I am away from it 3.75 1.43 0.02 3 F
28 I avoid accessing online banking on public computers 4.48 1.13 0.04 - µ
29 I select the strictest security settings (e.g., app permissions or browser options) that are practical 3.68 1.08 0.01 16 F
30 I am wary of popups and requests, even from known sources 4.39 0.85 0.01 - µ,σ
31 I suspect offers that seem too good to be true 4.67 0.67 0.00 - µ,σ
32 I safely store my private key for email encryption 2.60 1.68 0.27 9
33 I report account breaches or losses to the appropriate people 3.45 1.57 0.12 8 F
34 I use a password to protect my Wi-Fi network 4.80 0.69 0.02 - µ,σ
35 I avoid using open Wi-Fi networks for sensitive tasks (business, banking, shopping, etc.) 4.09 1.16 0.01 - µ
36 I select hard-to-guess passwords (with multiple character types, without dictionary words, etc.) 3.99 1.11 0.00 11
37 I select different passwords for different accounts and devices 3.93 1.09 0.00 3
38 If accounts are compromised, I change their passwords and security questions 4.57 0.83 0.02 - µ,σ
39 I avoid storing passwords in ways that make them accessible to others (e.g., writing them down

on notes or in files)
4.05 1.22 0.00 - µ

40 I use a password manager to create and store passwords 2.95 1.60 0.02 0 C
41 When possible, I use two- or multi-factor authentication 3.83 1.11 0.01 14
42 When setting up new devices or joining new services, I change their default passwords 4.35 1.02 0.01 - µ
43 I remove programs that I do not need or use 3.93 0.92 0.00 - σ

44 I use a virtual machine when opening suspicious files or websites 1.75 1.17 0.24 - µ
45 I disable auto-run to prevent potentially malicious downloaded programs from running 3.61 1.55 0.09 10

Table 6: All items initially considered to construct ESBS. For each item, we report the mean (µ) and standard deviation (σ) of
response, the fraction of N/A responses, and the number of the items that exihibit high Spearman correlation (≥0.3) with each
item after removing items due to ceiling and floor effects. For removed items, we denote whether they were removed due to
ceiling or floor effects (µ), low standard deviation (σ), weak correlation with the other items(C), or insignificant factor loadings
(F).
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