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Abstract
We introduce SECVID, a correction-based framework that
defends video recognition systems against adversarial attacks
without prior adversarial knowledge. It uses discretization-
enhanced video compressive sensing in a black-box pre-
processing module, transforming videos into a sparse domain
to disperse and neutralize perturbations. While SECVID’s
discretized compression disrupts perturbation continuity, its
reconstruction process minimizes adversarial elements, caus-
ing only minor distortions to the original videos. Though
not completely restoring adversarial videos, SECVID signifi-
cantly enhances their quality, enabling accurate classification
by SECVID-enhanced video classifiers and preventing ad-
versarial attacks. Tested on C3D and I3D with the UCF-101
and HMDB-51 datasets against five types of advanced video
attacks, SECVID outperforms existing defenses, improving
detection accuracy by 38.5% to 866.2%. Specifically designed
for high-risk environments, SECVID addresses trade-offs like
minor accuracy reduction, additional pre-processing train-
ing, and longer inference times, with potential optimization
through selective security impacting strategies.

1 Introduction

Deep Neural Networks (DNNs) are pivotal in video recogni-
tion, applied in areas like face recognition [93], action distinc-
tion [24], autonomous driving [61, 68], and visual anomaly
detection [9, 77]. Additionally, they aid urban safety in video
surveillance by detecting accidents or illegal activities [77].

Despite significant advancements, DNNs remain vulnera-
ble to adversarial attacks [5,6,55,56,90]. For instance, subtly
altered stop signs can mislead DNNs in autonomous vehi-
cles, risking catastrophic outcomes. In surveillance, clever
adversarial perturbations might hide criminal activities [9].
These are not hypothetical risks; real-world examples have
highlighted such vulnerabilities [7, 90].

Given the susceptibility of DNNs to adversarial attacks, the
development of robust defenses is increasingly vital, as DNNs

gain prevalence in video applications [10,56,61,68,90]. Most
current solutions [16, 27, 37, 60, 71] are designed for static
images and may struggle in video attack scenarios [42, 78].
Addressing this gap requires overcoming several key lim-
itations to create effective video defense systems, includ-
ing: (1) Temporal Inadequacy: Existing image-focused
strategies [16, 27, 37, 60, 71] overlook video’s dynamic as-
pects, reducing their effectiveness in video contexts [5, 42,
90]; (2) Model Intrusiveness: Some image-based meth-
ods [34,45] necessitate extensive model alterations to the orig-
inal model architecture, compromising model integrity; and
(3) Prior Knowledge of Adversarial Perturbations: Some
image-based methods [27, 71], which resort to adversarial
training, rely on numerous adversarial samples and intensive
training to effectively counter specific perturbations.

AdvIT [89], the first video-specific defense, detects ad-
versarial videos by checking frame-to-frame temporal con-
sistency. However, it is less effective against sophisticated
attacks such as U3D [90] and StyleFool [5] that also maintain
temporal coherence. While adversarial training, originally de-
signed for images [27, 71], has expanded to videos [42, 78], it
depends on known adversarial samples and faces the signifi-
cant costs of model retraining. Thus, there is a critical need
for new, more effective video defense strategies.

In this paper, we introduce SECVID, an advanced
correction-based pre-processing defense framework uti-
lizing discretization-enhanced video compressive sensing
(VCS) [14, 85, 92, 94] to safeguard video recognition sys-
tems against adversarial attacks. Operating as a seamless,
non-intrusive black-box module, SECVID effectively neutral-
izes adversarial threats without requiring specific perturbation
knowledge. It integrates smoothly with existing classifiers by
leveraging their original training datasets, avoiding the need
for direct access, and is adept at countering sophisticated at-
tacks like StyleFool [5], U3D [90], and Geo-Trap [48]. Unlike
solutions such as AdvIT [89] and OUDefend [51], SECVID
not only restores adversarial videos but also maintains the
quality and fidelity of the original content, allowing enhanced
video classifiers to accurately perform video classification
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and effectively counter adversarial perturbations.
SECVID’s key insight lies in its innovative application of

VCS as a defensive mechanism against adversarial pertur-
bations, a technique originally for video compression, this
technique has been adeptly repurposed for enhancing security.
VCS operates through sparse transformation and compression,
efficiently diffusing adversarial noise throughout the video’s
spatio-temporal spectrum. This process creates a dispersal
effect, characterized by Sparsity Change (SC) [98], Inten-
sity Redistribution (IR) [66], and Positional Redistribution
(PR) [11], which collectively diminishes adversarial impacts
through differential emphasis (SC), energy modulation (IR),
and data repositioning post-transformation (PR). The unique
dispersal ability of VCS [14, 85, 92, 94], underpinned by com-
pressive sensing theory [20, 84, 98], is pivotal in neutralizing
adversarial video attacks. Additionally, VCS’s compression
phase plays a crucial role in further filtering out perturbations,
thereby fortifying the defense mechanism.

Building on the foundational role of VCS, our research
enhances its effectiveness with discretized compression, a
technique more effective than traditional compression in dis-
rupting adversarial perturbations. This dual strategy of dis-
cretization and compression disrupts the continuity of adver-
sarial perturbations typical in continuous data like images,
videos, and audios [18, 29, 47, 54]. By shifting the video’s
sparse representation from a continuous to a segmented dis-
crete space, our approach not only filters but also structurally
compromises adversarial smoothness, significantly enhancing
VCS’s defensive capabilities.

Disrupting and filtering out perturbations are key, but
SECVID’s capability to restore high-quality video from dis-
cretized forms is equally crucial for accurate video classi-
fication and defeating attacks. After sparse transformation
and discretized compression, our focus shifts to robust video
reconstruction to maintain quality and fidelity. This process,
vital for mitigating fidelity-degrading adversarial perturba-
tions [5], employs a multi-faceted loss function to effectively
maximize the restoration of the video.

Tested on C3D and I3D, two premier video classifiers,
using the UCF-101 and HMDB-51 datasets, SECVID signif-
icantly surpasses two video-specific defenses—AdvIT [89]
and OUDefend [51]—and five image-based defenses adapted
for videos: Adversarial Training [27, 42, 71, 78], Input Trans-
formations [28], Random Smoothing [34], ComDefend [37],
and DiffPure [60], boosting accuracy by 38.5% – 866.2%.
SECVID also robustly defends against sparse adversarial
attacks [4]. Tailored for high-risk security environments,
SECVID provides robust defense but with some drawbacks
like reduced recognition accuracy, the need for additional
training of its pre-processing module, and longer inference
times. These can potentially be mitigated by future optimiza-
tions that may impact security (as discussed in Section 7).

In summary, this paper makes the following contributions:

• Video-Centric Defense. SECVID is the first defense lever-

aging VCS to protect video classifiers from adversarial
attacks, serving as a pre-processing solution that corrects
videos without requiring knowledge of specific perturba-
tions or necessitating retraining of downstream classifiers.
It outperforms leading defenses such as AT (Adversarial
Training) [27, 71, 78] and DiffPure [60] with average im-
provements of 61.8% and 46.6%, respectively, effectively
neutralizing major attacks like StyleFool [5], U3D [90], and
Geo-Trap [48]. Additionally, SECVID excels against sparse
adversarial attacks [4] designed to target it.

• Discretization-Enhanced VCS. We establish the first link
between VCS theory [14, 85, 92, 94] and defense strategies
against adversarial video attacks with SECVID. Addition-
ally, we integrate a novel discretized compression strategy
into VCS, boosting SECVID’s defense capabilities by an
average of 29.5% while maintaining the quality and fidelity
of reconstructed videos.

• Comprehensive Testing. SECVID counters adversarial
video attacks with minimal impact on recognition accu-
racy and requires moderate additional training. Inference
times range from 1.71× to 4.40×, significantly lower than
DiffPure’s [60] 43.06× to 73.82×. These times could be
further reduced through targeted security strategies.

2 Background

2.1 DNN-based Video Classification Systems
DNNs have transformed video recognition, influencing sec-
tors like anomaly detection [77], autonomous vehicles [61],
and smart security cameras [40]. Architectures such as LRCN
[21] and C3D [79] combine convolutional layers with tem-
poral elements, while advanced models like TSN [73] utilize
two-stream inflated filters. Spatial-temporal networks like
CNN+LSTM [95], C3D [79], and I3D [8] have achieved high
benchmarks. Addressing the vulnerabilities of these models,
now vital to safety systems, is essential.

2.2 Video Compressive Sensing
Video Compressive Sensing (VCS) [14, 85, 92, 94] is a tech-
nique for video acquisition and processing, aiming to recon-
struct a signal x∈RN from randomized measurements y=Φx,
where Φ ∈ RM×N is a matrix with M≪ N. Reconstruction
of x from y using Φ requires x to be sparse in an invertible
basis Ψ, leading to x = ΨS and y = ΦΨS . The challenge
in VCS involves reconstructing x from y by addressing an
optimization problem to enhance the sparsity in the sparse
representation S of x:

min
S
∥S∥1 subject to y = ΦΨS (1)

This renders most S coefficients zero or near-zero [14].
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Table 1: Comparing SECVID with the state of the art in countering adversarial image/video attacks.

Method Video-Oriented Temporal Dynamics
Considered Black-Box Correction

Capability
No Requirement for

Prior Adversarial Data
No Model
Retraining

No Requirement for
Original Dataset

Adversarial Training [27, 42, 71, 78] ✗ ✗ ✗ ✗ ✗ ✗ ✗

Random Smoothing [34] ✗ ✗ ✗ ✗ ✓ ✗ ✗

ComDefend [37] ✗ ✗ ✓ ✓ ✓ ✓ ✗

Compressed&Restore [26] ✗ ✗ ✗ ✓ ✗ ✓ ✗

SESR [3] ✗ ✗ ✓ ✓ ✓ ✓ ✗

DiffPure [60] ✗ ✗ ✓ ✓ ✓ ✓ ✗

FakeDetector [83] ✗ ✗ ✓ ✗ ✗ ✗ ✓

Input Transformations [28] ✗ ✗ ✓ ✗ ✓ ✓ ✗

OUDefend [51] ✓ ✓ ✗ ✗ ✓ ✓ ✗

DP [46] ✓ ✓ ✗ ✗ ✗ ✓ ✗

AdvIT [89] ✓ ✓ ✓ ✗ ✓ ✓ ✗

SECVID [This Paper] ✓ ✓ ✓ ✓ ✓ ✓ ✗

3 Threat Model

A DNN for video classification is represented as:

f : x ∈ RT×H×W×C → y ∈ RX (2)

where T,H,W, and C are the number of frames, height, width,
and channels (typically 3 for RGB) of a video sequence. Given
x, f predicts a class y from a set of class labels, X . The adver-
sary seeks an adversarial xadv of x satisfying:

f (xadv) = yt if targeted (3)

f (xadv) ̸= y0 if untargeted (4)

where yt is the target class and y0 the original class of x. The
perturbed video xadv can be defined as follows:

xadv = x+ ε ·P (5)

with P and ε representing perturbations and intensity, re-
spectively. In general, xadv is optimized using model gradi-
ents [12, 76, 80] while maintaining:

Bp(r) = {ε ∈ R : ∥ε∥p ≤ r} (6)

where r limits the perturbation magnitude under the ℓp-norm.
We assume that attackers possess comprehensive knowl-

edge of the target model, encompassing its architecture, pa-
rameters, gradients, and training data. They may employ di-
verse perturbation patterns, including random, Perlin [62], and
Gabor [44] noise, alongside various textures and colors. We
also consider different attack strategies, including targeted (T)
and untargeted attacks (U), varying perturbation intensities,
and both universal and one-on-one attacks. Specifically, we
focus on five primary attack types: StyleFool (U) [5], U3D
(U) [90], Geo-Trap (U) [48], StyleFool (T) [5], and Geo-Trap
(T) [48]. Additionally, we consider sparse attacks tailored
specifically against SECVID by targeting its sparse transfor-
mation using adversarial patches [4]. Further details will be
discussed in our experimental evaluation (Section 6.1).

4 Defense Mechanisms

Table 1 outlines leading defenses against image and video at-
tacks, primarily centered on static images [3,16,26–28,37,60,
71, 83]. DiffPure [60] employs a stochastic diffusion process
to purify input images, though it is computationally costly.
Adversarial training, initially for images [27, 71], has been
adapted to videos [42, 78], but it relies on known adversarial
samples and involves high training costs. AdvIT [89], the first
black-box defense for videos based on temporal consistency,
is susceptible to sophisticated attacks like U3D [90] and Style-
Fool [5]. OUDefend [51] and DP [46] are defenses tailored to
specific video classifier architectures or known perturbation
types, reducing their versatility across scenarios.

SECVID serves as a black-box pre-processing module for
video classifiers, utilizing original training datasets without di-
rect classifier access. Unlike image-centric methods (Table 1),
SECVID surpasses DiffPure [60] by employing discretized
compression and leveraging a temporal loss to preserve es-
sential consistency and flow in video analysis [5, 33, 81].
Compared to other video-specific defenses listed in Table 1,
SECVID utilizes a correction-based approach that exceeds
the detection capabilities of solutions like AdvIT [89] and
OUDefend [51]. It achieves this enhanced effectiveness with-
out model modifications, unlike Random Smoothing [34], or
reliance on adversarial sample learning, typical of adversar-
ial training methods [27, 71], while also avoiding extensive
retraining and preserving the original model’s integrity.

5 The SECVID Framework

SECVID, illustrated in Figure 1, comprises three main com-
ponents: sparse transformation, discretized compression, and
reconstruction, each described below.

5.1 Sparse Transformation
Sparsity is key for effective signal recovery in VCS [14,85,92,
94]. VCS mitigates attacks by converting videos, including
adversarially perturbed ones, into a sparse domain. Sparse
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Figure 1: Architecture of SECVID (illustrated for one video frame). An adversarial video xadv = x+ εP (Equation (5)) is
transformed to a sparse representation S = TCNN(xadv), and then undergoes discretized compression, where S is compressed and
discretized via K-Means clustering, disrupting continuous adversarial perturbations and producing compact measurements Y . A
CNN reconstructor, guided by content, temporal, perceptual, and sparse transformation losses, recovers the clean video x.

transformation’s hallmark is its ability to disperse data. Stem-
ming from VCS’s profound dimensionality reduction, this
process scatters densely packed data into a format filled with
zeros or near-zeros. This shift from compact to expanded,
sparse representation drastically alters data distribution in the
measurement space, embodying the essence of dispersal.

Definition 1 (Dispersal Effect). Given an adversarial video
xadv represented by a signal consisting of N elements and its
transformation T (xadv), the dispersal effect of T in VCS is
characterized by the following three properties [20, 84, 98]:

• Sparsity Change (SC). This reflects the variation in the
number of significant coefficients resulting from the trans-
formation, where a coefficient is deemed significant if its
absolute value exceeds a small positive threshold τ:

SCT (x
adv) =

|{i | |T (xadv
i )|> τ}|
N

−
|{i | |xadv

i |> τ}|
N

(7)

• Intensity Redistribution (IR). This quantifies the shift in
energy or intensity distribution of the transformed signal
compared to the original signal:

IRT (x
adv) =

1
N

N

∑
i=1
|T (xadv

i )|2− 1
N

N

∑
i=1
|xadv

i |2 (8)

• Positional Redistribution (PR). This metric evaluates the
positional shifts of non-zero elements in a signal post-
transformation, using, for example, the Wasserstein distance
W [32] to calculate the minimal "work" needed to trans-
form one distribution into another. It specifically applies to
sets Pxadv and PT (xadv), which represent non-zero elements
in xadv and T (xadv), respectively:

PRT (x
adv) =W (Pxadv ,PT (xadv)) (9)

Finally, the overall dispersal effect of T on a given signal x
is a composite of SC, IR, and PR [20, 84].

Sparse transformation in VCS efficiently reduces the struc-
tural information of perturbations, weakening their effective-
ness and rendering their adversarial intent less discernible.

In line with Equation (5), the adversarial video xadv is pro-
duced by adding perturbations ε ·P to a clean video x. We
explore how the sparse transformation T disperses these ad-
versarial perturbations, affecting their structural integrity as
indicated by changes in SC, IR, and PR. Experimental valida-
tion of these effects is detailed in Section 6.

The structural change in εP induced by T is quantified
by SCT (xadv). This alteration represents a significant shift
in the effectiveness of the perturbations in the transformed
domain. SCT (xadv) typically exhibits a marked reduction in
the density of critical elements in xadv post-transformation.
This reduction undermines the ability of the perturbations εP
to impact specific features or patterns in the original video x,
as critical elements become more dispersed.

IRT (xadv) usually exhibits a noticeable decrease in the en-
ergy of xadv after transformation. This reduction in energy
aids in mitigating the impact of perturbations εP by more
evenly distributing their energy post-transformation. Conse-
quently, their concentrated effect on specific areas of the orig-
inal video x is lessened, reducing their potential to adversely
affect particular segments of the video.

PRT (xadv) reflects a significant positional change of non-
zero elements in xadv after transformation. This shift disrupts
the alignment of perturbations εP with specific patterns in
the original video x, diminishing their intended effect. The
Wasserstein Distance typically shows a significant increase, in-
dicating a greater degree of positional change and highlighting
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(a) Clean frame (b) Perturbed frame (c) Perturbations

Figure 2: Continuity in adversarial perturbations generated
by U3D [90]. The visualized pattern emphasizes the smooth
transition and continuous pixel-level variation.

the transformation’s effectiveness in displacing perturbation
elements from their original, strategically targeted locations.

Together, the changes captured by SCT (xadv), IRT (xadv),
and PRT (xadv) culminate in a thorough structural breakdown
of the perturbations εP in the sparse domain. This compre-
hensive disintegration plays a vital role in diminishing their
intended impact, consequently enhancing the resilience of the
original video x against these adversarial attacks.

To realize a sparse transformation T , traditional methods
like dictionary learning [98] are useful but may lack dynamic
adaptability [14, 88] and hierarchical feature extraction. Uti-
lizing CNNs’ deep layered structure enables extracting hierar-
chical features from video data, resulting in a more adaptive
and detailed sparse representation [14]. Unlike static dictio-
naries [87], CNNs are trainable, retrainable, and fine-tunable,
allowing them to evolve with the data.

In SECVID, a CNN-based sparse transformation is applied:

S = TCNN(xadv) (10)

where TCNN is a CNN-powered sparse transformation func-
tion, and S is its resultant latent sparse representation.
The transformation’s sparsity degree is key to diminish-
ing adversarial perturbations. As xadv becomes sparser post-
transformation, the adversarial perturbations’ dispersal effect
intensifies, increasing their effective elimination. To sparsify
S , we utilize a sparse transformation loss (Equation (18)),
detailed in Section 5.3, and Degree of Sparsity (DoS) as a
critical metric to guide the sparse transformation in SECVID:

DoS =CSECVID/C (11)

where C and CSECVID represent the channel counts before and
after the transformation, respectively.

5.2 Discretized Compression
Adversarial video attacks generate pixel-level perturbations
within a set magnitude ε, as detailed in Equation (6) [54].
These perturbations, stealthy and hard to detect due to their
continuous and bounded nature [18, 29, 47, 54], are shown in
Figure 2. It includes (a) an original video frame, (b) the frame
with subtle alterations, and (c) the smooth alteration gradient,
showing a strategy that exploits model vulnerabilities.

We exploit the inherent continuity of adversarial perturba-
tions—often their Achilles’ heel—by employing discretized
compression. This process involves discretization, which
transforms the data from a smooth continuum into a distinct,
jagged discrete space, and compression, which further com-
pacts the data, effectively neutralizing perturbations.

We employ the K-Means clustering algorithm [17, 19] for
our discretized compression component, chosen for its ef-
ficiency in discretizing continuous data and its lightweight
characteristics. This method quantizes the continuous sparse
representation by assigning each data point to the nearest
cluster centroid. We refer to this discretized compressor as
Q , which contains K cluster centroids for the dataset. The
quantization process is mathematically modeled as follows:

Y = Q (S) subject to |Y |= |Q |= K (12)

where Y signifies the discretized and compressed measure-
ments from S as shown in Equation (10). K-Means is particu-
larly effective here for its minimal computational overhead
and its disruption of adversarial perturbation continuity.

Our discretized compression strategy interrupts pixel-level
continuity, as illustrated in Figure 1. Through sparse transfor-
mation, a video frame is transformed into sparse coefficients,
capturing essential pixel-level details like high-level features
for sharp transitions and smoother, uniform areas. For ex-
ample, a slice from the frame’s 3D sparse representation,
displayed at the bottom-left corner, includes vectors A, B, C,
and D, each containing zeros and non-zeros. With K-means
for discretized compression, all values within a vector are
replaced by the nearest cluster centroid’s value (for this par-
ticular illustrating example). Notably, vectors A and C are
in the same cluster. This discretized compression strategy
disrupts the smooth flow of data, leading to abrupt transitions
that significantly impact pixel-level continuity.

The size, i.e., cluster count of Q , i.e., K, is crucial in dis-
cretized compression. A smaller Q means more data dis-
cretization and compression, aiding in perturbation defense
by intensifying data discretization and eliminating more per-
turbations. However, too much discretization can lower video
recovery quality by filtering out vital original video features.
In SECVID, K is adjustable, letting users choose values based
on their needs. The effects of different K values on perfor-
mance are detailed in Section 6. Empirically, for the evaluated
video recognition systems, K = 1024 is a balanced trade-off.

5.3 Video Reconstruction

Following sparse transformation and discretized compression,
the main challenge is to restore the original video quality and
counter adversarial perturbations. The reconstruction compo-
nent, RCNN, seeks to reconstruct x from Y :

x = RCNN(Y ) (13)
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This is achieved with a composite loss function combining
four crucial components: content loss, based on VGG-19 [74]
features, temporal loss leveraging optical flow [100], percep-
tual loss for pixel-level detail [37], and sparse transformation
loss to minimize S in line with VCS theory (Equation (1)).

Therefore, the total loss function Lloss is given by:

Lloss = αLcont +βLtemp + γLper +δLS (14)

where α, β, γ, and δ are weight coefficients turned to balance
the four losses for a harmonized reconstruction.

For optimal SECVID performance, we co-train TCNN and
RCNN, as detailed in Algorithm 2. Using the notations from
Section 3, for a video x ∈ RT×H×W×C, xt denotes its t-
th frame, and x′t refers to its reconstructed version. S ∈
RT×H×W×CSECVID represents the sparse version of x.

Content Loss. We select VGG-19 [74] for content extraction
due to its depth and proficiency in capturing complex content
hierarchies [64, 82], particularly through its deep layers, even
with subtle perturbations:

Lcont(xt ,x′t) =
T

∑
t=1

∑
l

1
HlWlCl

∥∥∥φ
VGG-19
l (xt)−φ

VGG-19
l (x′t)

∥∥∥2

2
(15)

where φ
VGG-19
l denotes the feature map of the l-th layer in

VGG-19, while Wl , Hl , and Cl denote the height, width and
number of channels of that layer, respectively.

Temporal Loss. Temporal coherence, essential for
videos [33, 81], demands natural frame transitions. We
use SpyNet [67] for efficient optical flow extraction. As
a pre-processing module, SECVID prioritizes speed with
minimal accuracy loss. SpyNet’s rapid computation meets
our needs for swift, accurate temporal checks:

Ltemp(x′t ,x
′
t+1)=

T−1

∑
i=1

1
HWC

∥∥∥x′t+1−warp(x′t ,Ω
SpyNet(x′t ,x

′
t+1))

∥∥∥2

2
(16)

where the warp function from [91] simulates pixel motion
in x′t using the optical flow between x′t and x′t+1, denoted
ΩSpyNet(x′t ,x

′
t+1), to ensure temporal coherence.

Perceptual Loss. This metric goes beyond mere basic pixel-
level accuracy, capturing essential stylistic elements like tex-
tures and colors in the video, thereby ensuring a high-fidelity
representation of its intrinsic qualities [65]:

Lper(xt ,x′t) =
T

∑
t=1

1
HWC

∥∥xt − x′t
∥∥2

2 (17)

Sparse Transformation Loss. In compressive sensing [98],
the goal is to efficiently compress original data while preserv-
ing key features. The sparse transformation loss LS , crucial
for minimizing the sparse representation as shown in Equa-
tion (1), aims to retain only significant data features:

LS =
T

∑
t=1

H

∑
i=1

W

∑
j=1

CSECVID

∑
k=1

∥Sti jk∥1 (18)

which represents the sum of S ’s absolute values, as per the ℓ1-
norm used. A lower LS indicates a more sparse and significant
representation, essential for effective adversarial resisting and
effective data recovery in compressive sensing [98].

5.4 SECVID: A Pre-Processing Module
In Algorithm 1, the integration of SECVID as a pre-
processing defense module for a video classifier is demon-
strated. The co-training of TCNN and RCNN (Equations (10)
and (13)) and the development of Q from TCNN (Equa-
tion (12)) are specified in Algorithm 2. In both algorithms, ⊕
represents an operator that combines video frames together in
the standard manner. The training, described in Section 6.1,
involves system parameters like DoS (Equation (11)) and the
cluster count K of Q (Equation (12)), and hyper-parameters
such as number of epochs N, and loss weights α, β, γ, and
δ (Equation (14)). SECVID ensures temporal coherence be-
tween consecutive frames using Ltemp in line 7 of Algorithm 2
and operates on a frame-by-frame basis in Algorithm 1.

6 Evaluation

We show that SECVID, as a black-box pre-processing mod-
ule, outperforms seven leading baselines: two video-specific
defenses—AdvIT [89] and OUDefend [51], and five image-
centric frameworks—AT (Adversarial Training) [27, 42, 71,
78], IT (Input Transformations) [28], RS (Random Smooth-
ing) [34], ComDefend [37], and DiffPure [60]. Additionally,
SECVID effectively counters sparse adversarial attacks [4]
specifically targeting it. Our evaluation addresses four RQs:

RQ1. Does SECVID outperform the seven advanced base-
lines in defending against adversarial videos?

RQ2. Does SECVID maintain video quality and fidelity
through its discretization-enhanced video compressive sens-
ing, thereby enhancing its defense capabilities?

RQ3. Are the costs of SECVID’s security manageable?

RQ4. How robust is SECVID against sparse attacks?

6.1 Experiment Setup
Video Recognition Systems. We evaluate two prominent
classifiers, C3D [79] and I3D [8]. Both models, employing
distinct strategies, deliver top-tier video classification [5, 90].
C3D uses 3D convolution for spatial-temporal feature learn-
ing, while I3D employs optical flow for frame relationships.
Given that C3D requires 16-frame input videos, we divide all
video samples into segments of 16-frame each.

Datasets. We utilize UCF-101 [75] and HMDB-51 [43],
two prominent datasets for video classifiers. UCF-101, from
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Algorithm 1: SECVID defense framework.

Input: Adversarial video sample xadv, TCNN, Q , RCNN
from Algorithm 2, and a black-box video
classifier f .

Output: Recovered video x.
1 S ←∅; Y ←∅; x←∅;
2 foreach frame xadv

t in xadv do
3 St ← TCNN(xadv

t );
4 S ← S ⊕St ;
5 foreach sparse representation St in S do
6 Yi← Q (St);
7 Y ← Y ⊕Yt ;
8 foreach discretized measurement Yt in Y do
9 xt ← RCNN(Yt);

10 x← x⊕ xt ;
11 Perform inference on downstream f (x);

YouTube, contains 13,320 videos in 101 action classes, in-
cluding archery and haircut. HMDB-51, from varied sources,
comprises 6,849 videos in 51 classes like sword and climb.

Adversarial Attacks. We examine a wide range of advanced
attacks, including both universal and one-on-one types across
different norms and perturbation intensities, in targeted and
untargeted scenarios:

• Perturbation Norms. Perturbations are often characterized
by their compliance with specific ℓp-norms. However, some,
like StyleFool [5], employ unrestricted perturbations driven
by video styles. Our evaluation encompasses both ℓ∞-norm
bounded and StyleFool-type unrestricted perturbations.

• Procedural Noises. Adversarial attacks often employ strate-
gic noises such as U3D [90] using Perlin [62] or Gabor [44]
to craft perturbations. StyleFool [5] utilizes style transfer
as the basis for its attacks, subsequently refining them with
smoothly generated PGD noise during execution.

• Perturbation Intensity ε. In Equation (5), ε represents the
intensity of adversarial alterations in videos. Within digital
media’s 8-bit range, a higher ε means stronger perturbations,
but attackers often opt for subtler, less noticeable changes.
In our main setup, following U3D attack methodology [90],
ε is set to 8/255. SECVID’s consistent performance across
various intensities is briefly discussed in Section 7.

• Targeted vs. Untargeted Attacks. Adversarial attacks can be
targeted [5,48], aiming to deceive the model into predicting
a specific, incorrect class, or untargeted [49, 90], seeking to
cause any misclassification without a specified target.

• Universal vs. One-on-One Attacks. Universal attacks like C-
DUP [49] and U3D [90] cause broad disruptions effective
across multiple videos, while one-on-one attacks such as
StyleFool [5] and Geo-Trap [48] deliver precise, targeted
or untargeted effects.

Algorithm 2: SECVID Training.
Input: Training dataset D , DoS, cluster count K,

Number of epochs N, and the four loss weights
α, β, γ, and δ from Equation (14).

Output: Trained parameters ΘT and ΘR as well as Q .
1 Initialize ΘT for TCNN with DoS, ΘR for RCNN,

and Q ;
2 for epoch = 1 to N do
3 foreach video x in D do
4 foreach frame xt in x do
5 St ← TCNN(xt);
6 x′t ← RCNN(St);
7 Lloss← αLcont(xt ,x′t)+βLtemp(x′t ,x

′
t+1)+

γLper(xt ,x′t)+δLS ;
8 ΘT ,ΘR ←Minimize Lloss;
9 foreach video x in D do

10 foreach frame xt in x do
11 St ← TCNN(xt);
12 S ← S ⊕St ;
13 Q ← K-Means(S);

In our evaluation, we consider a variety of state-of-the-art
attack strategies, each posing unique challenges:

• U3D [90]. This prominent universal attack framework
employs Perlin or Gabor noise under ℓ∞-norm. Notably
stealthy, U3D makes its perturbations hard to detect, attain-
ing an 87.8% success rate against diverse video classifiers.

• StyleFool [5]. The StyleFool framework initiates its adver-
sarial strategy with a style transfer, followed by using PGD
to optimize and create unrestricted perturbations for both
targeted and untargeted attacks. It consistently achieves a
100% success rate, underscoring its effectiveness.

• Geo-Trap [48]. A black-box framework for both untargeted
and targeted attacks optimizes video gradients using geo-
metric transformations within the ℓ∞-norm.

Using open-source frameworks, we follow their protocols
to generate adversarial video samples. We introduce 3,911
samples, as detailed in Table 2, covering five attack types
across both UCF-101 and HMDB-51, targeting C3D and I3D.
To evaluate SECVID’s defense, we ensure that both classi-
fiers accurately identified original videos but failed with their
adversarial counterparts. In terms of generation speed, U3D
is the quickest, while Geo-Trap takes the longest. Sample cre-
ation takes 1 week for StyleFool (U), 3 weeks for StyleFool
(T), 1 week each for Geo-Trap (U) and (T), and 6 hours for
U3D (U), aligning with studies like [5, 90] that use around
50 samples per scenario. Except for C3D-HMDB51, all 10
model-dataset pairs are documented [5,48,90]. Notably, C3D-
HMDB51 has the fewest samples for StyleFool (U), reflecting
the challenge of generating adversarial samples in this case.

These five attack types are all black-box attacks. For certain
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Table 2: Adversarial videos (Untargeted and Targeted).

Attack Method C3D I3D

UCF-101 HMDB-51 UCF101 HMDB-51

StyleFool (U) 109 32 144 206
U3D (U) 602 602 301 301
Geo-Trap (U) 76 53 97 63
StyleFool (T) 573 143 143 198
Geo-Trap (T) 84 51 74 59

white-box attacks [30, 49, 63], their implementations are not
open-sourced, limiting our ability to use them. As detailed in
Section 5, SECVID is capable of defending against white-box
attacks similarly to black-box attacks, provided there are no
model modifications (Section 3). This is possible because
SECVID corrects adversarial videos for a video classifier
by leveraging discretization-enhanced VCS [14, 85, 92, 94],
needing only access to the classifier’s original training dataset.

In addition, we also assess SECVID’s robustness against
sparse attacks [4] targeting its sparse transformation.

Baselines. We evaluate SECVID’s performance against
seven baselines: AdvIT [89], AT [27, 42, 71, 78], IT [28],
RS [34], OUDefend [51], ComDefend [37] and DiffPure [60].

AdvIT [89] and OUDefend [51] are two defenses for video.
AdvIT uses black-box temporal consistency, estimating opti-
mal flow between a target frame and its m preceding frames,
creating m pseudo frames, and computing an inconsistency
score c to detect adversarial content. Gaussian noise enhances
detection, with m = 3 set due to minimal performance vari-
ation [89, 90]. SpyNet [67] is used for flow estimation. A
video is flagged as adversarial if the averaged inconsistency
score over five frames exceeds 1, ensuring consistent detec-
tion across various frame counts [89]. OUDefend [51] utilizes
over/undercomplete features in a restoration network to com-
bat adversarial videos, per its established implementation.

The five other baselines—AT [27, 42, 71, 78], IT [28],
RS [34], ComDefend [37], and DiffPure [60]—are leading
image-based defense schemes adapted for videos. AT, en-
hancing model robustness, integrates adversarial samples into
training; we implemented it as outlined in [71], and took 16-
frame as input for each video, following [5]. IT, which applies
manipulations like cropping and rotating to reduce adversar-
ial effects on frames, was implemented based on its outdated
open-source code [28]. RS, which uses Gaussian noise to
enhance model resilience within the ℓ2-norm space, we use
its open-source version [34]. ComDefend employs compres-
sion and reconstruction CNNs for image reconstruction; we
used its open-source implementation [36] for frame-by-frame
video processing. DiffPure uses diffusion models for noise
reduction to counter adversarial perturbations, also using its
open-source implementation [59].

Computing Platform. We conduct all experiments, includ-
ing training and inferencing, on four NVIDIA RTX 4090
cards with 24GB RAM each, utilizing CUDA version 12.0.

SECVID Training Protocols. SECVID, composed of
sparse transformation TCNN, discretized compression Q , and
reconstruction RCNN, is trained using the video classifier’s
dataset without accessing the classifier itself. Both TCNN and
RCNN utilize ten 2D convolution layers with 3× 3 filters,
each followed by LeakyReLU activation. Training uses the
Adam optimizer with an initial learning rate of 0.001 and is
set for 100 epochs. Default values for TCNN are DoS = 4 and
K = 1024. In RCNN, the weights in Equation (14) are α = 104,
β = 104, γ = 1, and δ = 1. Grid search determines the optimal
weights, selecting the combination for best performance.
Co-training of TCNN and RCNN typically converges in 30
epochs for UCF-101 and 60 for HMDB-51. For content loss
Lcont, we use VGG-19’s ReLU4_2 layer output, following [5].

6.2 RQ1. SECVID’s Defense Capabilities

SECVID significantly outperforms contemporary defense
baselines, maintaining a low false positive rate. In Sec-
tion 6.2.1, we show that SECVID, with its default setting of
DoS = 4 and K = 1024, surpasses AdvIT [89], AT [27,42,71,
78], IT [28], RS [34], OUDefend [51], ComDefend [37], and
DiffPure [60]. We investigate how modifying the sparse trans-
formation (Equation (10)) affects SECVID’s performance,
including varying DoS levels (Equation (11)) and enabling
or disabling the sparse transformation loss (Equation (18)).
We also analyze VCS’s effects on three key properties: SC,
IR, and PR (Definition 1). Additionally, we consider the in-
fluence of varying cluster counts in discretized compression
(Equation (12)) and including or excluding the temporal loss
function (Equation (16)). The impacts of these adjustments
are analyzed in Section 6.2.2 – Section 6.2.4.

To evaluate defense mechanisms, we use the Detection Suc-
cess Rate (DSR)—the ratio of correctly detected adversarial
videos to the total adversarial samples. AdvIT uniquely fo-
cuses on detection, calculating DSR as the ratio of correctly
detected adversarial videos to total adversarial samples. For
SECVID, as with the other six baselines, DSR is the ratio of
correctly classified adversarial videos to total samples.

6.2.1 Defense Performance

Table 3 highlights SECVID’s improved DSRs compared to
AdvIT, AT, IT, RS, OUDefend, ComDefend, and DiffPure for
C3D and I3D using UCF-101 and HMDB-51 across five at-
tack types. For C3D, SECVID’s DSR improvements on UCF-
101 are 399.2%, 53.5%, 315.8%, 478.6%, 88.3%, 62.2%, and
38.5% over AdvIT, AT, IT, RS, OUDefend, ComDefend, and
DiffPure, respectively, and 471.0%, 77.3%, 286.8%, 558.3%,
265.0%, 136.5%, and 50.1% on HMDB-51. For I3D, the
improvements on UCF-101 are 523.5%, 55.4%, 866.2%,
521.0%, 145.8%, 88.5%, and 51.3%, and 433.6%, 60.8%,
716.9%, 592.4%, 273.4%, 90.0%, and 46.3% on HMDB-51.
Relative to AT and DiffPure, the two best-performing base-
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Table 3: Comparing SECVID with AdvIT, AT, IT, RS, OUDefend, ComDefend, and DiffPure for their DSRs (Detection Success
Rates) on adversarial videos, as shown in Table 2. The highest DSR for each attack type and model is highlighted in bold.

Model Attack
Method

AdvIT [89] AT [71] IT [28] RS [34] OUDefend [51] ComDefend [37] DiffPure [60] SECVID

UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51

C3D

StyleFool (U) 31.2% 25.0% 62.4% 53.1% 8.3% 25.0% 13.8% 6.3% 37.6% 25.0% 42.2% 18.8% 65.1% 59.4% 83.5% 84.3%
U3D (U) 12.0% 15.9% 47.3% 38.2% 50.0% 12.5% 16.1% 30.2% 57.1% 32.4% 70.9% 46.0% 71.3% 66.4% 92.3% 83.3%
Geo-Trap (U) 19.7% 10.5% 64.5% 58.5% 25.0% 0.0% 23.2% 32.1% 48.7% 22.6% 65.8% 56.6% 63.2% 66.0% 100.0% 100.0%
StyleFool (T) 17.5% 15.4% 53.2% 46.9% 20.4% 11.2% 11.3% 8.4% 43.6% 29.4% 54.1% 45.4% 68.6% 53.8% 79.2% 81.8%
Geo-Trap (T) 16.7% 19.6% 61.9% 60.8% 0.0% 0.0% 14.3% 25.5% 48.8% 19.6% 63.1% 51.0% 58.3% 64.7% 83.3% 100.0%

I3D

StyleFool (U) 13.7% 18.6% 57.0% 59.2% 16.7% 11.1% 9.0% 7.3% 43.1% 18.4% 75.0% 63.1% 60.4% 55.8% 88.9% 83.0%
U3D (U) 12.3% 9.6% 49.8% 41.2% 20.2% 26.2% 25.2% 29.2% 34.9% 28.6% 18.3% 22.6% 68.1% 67.4% 83.1% 94.4%
Geo-Trap (U) 19.7% 9.2% 64.9% 61.9% 38.1% 0.0% 21.6% 27.0% 28.9% 23.8% 82.5% 63.5% 53.6% 57.1% 91.8% 88.8%
StyleFool (T) 15.5% 13.9% 57.3% 53.8% 2.8% 3.0% 10.5% 6.3% 39.2% 13.6% 38.5% 43.9% 58.7% 65.7% 96.5% 83.3%
Geo-Trap (T) 11.9% 9.8% 58.1% 61.0% 41.9% 0.0% 18.9% 23.7% 24.3% 20.3% 85.1% 33.9% 62.2% 67.8% 83.8% 83.1%

Table 4: Comparing SECVID with AdvIT, AT, IT, RS, OUDefend, ComDefend, and DiffPure in managing clean videos from
UCF-101 and HMDB-51, using false positive rate for AdvIT (detection-only), and accuracy for the others (protection-oriented).

Model

False Positive Rates Recognition Accuracy
AdvIT [89] Unprotected AT [71] IT [28] RS [34] OUDefend [51] ComDefend [37] DiffPure [60] SECVID

UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51

C3D 3.2% 4.1% 78.3% 60.2% 76.2% 59.2% 49.7% 38.2% 65.6% 51.2% 59.7% 48.4% 69.3% 55.7% 71.5% 52.3% 73.7% 56.9%
I3D 3.2% 4.1% 87.6% 62.5% 87.3% 62.5% 58.4% 42.3% 53.8% 54.3% 55.3% 42.9% 78.6% 56.3% 82.9% 56.4% 85.2% 60.3%

Table 5: Average inference time (ms) per video of classifiers protected by SECVID, AdvIT, OUDefend, ComDefend, DiffPure,
and “Unprotected” (representing AT, IT, and RS), with 300 clean videos randomly selected from each of UCF-101 and HMDB-51.

Model
Unprotected AdvIT [89] OUDefend [51] ComDefend [37] DiffPure [60] SECVID

UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51

C3D 6.21 6.99 434.17(69.91×) 436.29(62.42×) 11.93(1.92×) 18.76(2.68×) 12.50(2.01×) 23.69(3.39×) 458.40(73.82×) 446.24(63.86×) 13.72(2.20×) 30.60(4.40×)
I3D 10.75 8.40 438.71(40.81×) 437.70(52.11×) 19.58(1.82×) 24.63(2.93×) 17.04(1.59×) 25.10(2.99×) 462.94(43.06×) 447.65(53.29×) 18.34(1.71×) 34.12(4.06×)

lines, SECVID’s average gains across all model-dataset-attack
scenarios are 61.8% and 46.6%, respectively. IT’s 0.0% DSR
against certain attacks, due to undetected adversarial videos,
is excluded from SECVID’s accuracy improvements over IT.

SECVID excels in defending against both targeted and
untargeted attacks. For Geo-Trap (U), it secures a 100% DSR
with C3D on both UCF-101 and HMDB-51 datasets. With
I3D, SECVID achieves 91.8% DSR on UCF-101 and 88.8%
on HMDB-51, outperforming all three baseline defenses. In
the case of StyleFool (T), SECVID attains 79.2% DSR for
UCF-101 and 81.8% for HMDB-51 with C3D, surpassing the
baselines, and shows even stronger performance with I3D.

AdvIT demonstrates low DSRs across all five attack types,
consistent with earlier findings [5,90], highlighting the limita-
tions of relying solely on temporal consistency, especially in
temporally coherent attacks. Similarly, OUDefend performs
poorly, as its use of over/undercomplete features in a restora-
tion network fails to address subtle perturbations without dis-
rupting overall completeness. Among the five image-centric
baselines, AT, ComDefend, and DiffPure show relatively high
DSRs, with DiffPure only slightly outperforming AT. How-
ever, AT requires costly model retraining with known adver-
sarial samples, ComDefend neglects temporal consistency,
and DiffPure incurs exceptionally high computational costs
(Table 5). Conversely, RS [34] avoids these issues by smooth-
ing predictions but ranks lowest in effectiveness.

In contrast, SECVID uses discretization-enhanced VCS
theory to counter these attacks, disrupting perturbations while
preserving temporal coherence (Equation (16)).

SECVID excels not only in defense against adversarial
videos, surpassing the seven baselines, but also handles clean
videos more effectively overall, as shown in Table 4. The
values in Table 3 are higher because they include adversarial
samples from Table 2, where classifiers correctly identify
clean videos but fail on adversarial ones, maintaining 100%
accuracy on clean videos. In contrast, Table 4 notes potential
misclassification for clean videos under "Unprotected".

AdvIT, with its sole focus on detection, has its precision
gauged using the false positive rate (FPR). This metric reflects
the percentage of clean videos that a classifier can accurately
classify but are erroneously flagged as adversarial by AdvIT.
On the other hand, SECVID, along with the other six base-
lines, add a defense layer to a downstream classifier, have
their effectiveness assessed by the recognition accuracy of the
protected classifier. Thus, the FPR for a specific dataset can
be interpreted as the product of the discrepancy in accuracy
between an unprotected and its protected counterpart, and the
accuracy of the unprotected classifier itself.

SECVID significantly outperforms IT, RS, OUDefend,
ComDefend, and DiffPure in terms of accuracy but is
marginally less accurate than AT, attributed to AT’s com-
prehensive adversarial training that generally maintains the
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Figure 3: Effects of VCS on SC, IR, and PR for adversarial
samples for StyleFool (U) (Table 2) on UCF-101 with C3D.

accuracy of its protected classifiers. In comparison with Ad-
vIT, SECVID shows slightly better performance in all four
settings, except for C3D on UCF-101. This is evident con-
sidering SECVID’s FPRs are 3.6% for C3D and 2.1% for
I3D on UCF-101, and 2.0% for C3D and 1.4% for I3D on
HMDB-51, respectively. Note that AdvIT’s detection rates
are not dependent on the video classifiers. In Section 6.4, we
will delve deeper into the moderate accuracy loss experienced
when using SECVID, as compared to its absence.

In Table 5, we reported the average inference times for
video classifiers protected by SECVID and seven baselines,
using 300 clean videos from each dataset. For AT, IT, and RS,
the post-integration times are similar to those of the unpro-
tected classifier, used as the "Unprotected" reference point.
SECVID significantly outperforms AdvIT and DiffPure, with
AdvIT incurring high costs due to multiple pseudo frames and
inference operations, and DiffPure’s iterative frame purifica-
tion demanding significant resources [60]. Although SECVID
has slightly higher computational demands than OUDefend
and ComDefend, it achieves superior DSRs.

These findings show SECVID’s superior effectiveness
against advanced attacks, surpassing current solutions. While
ideal for urban safety, anomaly detection, and online videos,
SECVID is less suited for real-time applications like au-
tonomous driving or patient monitoring. Targeted optimiza-
tions can enhance its efficiency in these contexts (Section 7).

6.2.2 Impact of Sparse Transformation

Sparse transformation in VCS [14, 85, 92, 94] modifies the
sparsity, intensity, and positions of non-zero elements in
videos. We assess VCS’s impact on SC (Equation (7) with
τ = 0.05), IR (Equation (8)), and PR (Equation (9)) using
five types of adversarial samples from UCF-101 against C3D
(Table 2). For StyleFool (U), shown in Figure 3, we consis-
tently observe a decrease in SC and IR, and an increase in
PR. Minimum, maximum, and average values are −0.791,
−0.098, and −0.572 for SC (a decrease in 100% of adversar-
ial samples), −0.476, 0.04, and −0.210 for IR (a decrease in
97.9%), and 0.972, 994.422, and 184.581 for PR (an increase
in 100%). Similar trends are seen for the other four attack
types: StyleFool (T), U3D, Geo-Trap (T), and Geo-Trap (U).

Impact of DoS. Table 6 shows how changing DoS from 1 to
4 (Equation (11)), while keeping K = 1024 constant, affects
SECVID’s effectiveness. Increasing the DoS generally en-
hances its adversarial resilience. For C3D, SECVID achieves

Table 6: Impact of DoS on SECVID’s DSR, evaluated with
four DoS levels, at K = 1024 on adversarial videos (Table 2).

Model Attack
Method

DoS = 1 DoS = 2 DoS = 3 DoS = 4

UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51

C3D

StyleFool (U) 69.7% 75.0% 72.5% 71.9% 74.3% 75.0% 83.5% 84.3%
U3D (U) 74.9% 50.0% 84.6% 66.7% 88.5% 68.8% 92.3% 83.3%
Geo-Trap (U) 75.0% 100.0% 87.5% 100.0% 82.9% 100.0% 100.0% 100.0%
StyleFool (T) 75.2% 73.4% 73.8% 74.8% 76.6% 78.3% 79.2% 81.8%
Geo-Trap (T) 70.0% 100.0% 71.1% 100.0% 77.8% 100.0% 83.3% 100.0%

I3D

StyleFool (U) 87.5% 68.9% 86.1% 83.5% 89.0% 83.5% 88.9% 83.0%
U3D (U) 69.8% 86.4% 81.7% 83.1% 78.1% 89.4% 83.1% 94.4%
Geo-Trap (U) 87.6% 66.7% 89.7% 66.7% 89.7% 66.7% 91.8% 88.8%
StyleFool (T) 100.0% 78.8% 88.1% 78.3% 90.9% 80.3% 96.5% 83.3%
Geo-Trap (T) 71.6% 66.1% 81.1% 66.1% 83.8% 66.1% 83.8% 83.1%

Table 7: Impact of sparse transformation loss LS (Equa-
tion (18)) on SECVID’s DSR in the default setting of DoS = 4
and K = 1024 on adversarial videos, as shown in Table 2.

Model Attack Method Without LS With LS

UCF-101 HMDB-51 UCF-101 HMDB-51

C3D

StyleFool (U) 74.3% 81.3% 83.5% 84.3%
U3D (U) 84.9% 81.1% 92.3% 83.3%
Geo-Trap (U) 81.6% 86.8% 100.0% 100.0%
StyleFool (T) 75.0% 78.3% 79.2% 81.8%
Geo-Trap (T) 78.6% 86.3% 83.3% 100.0%

I3D

StyleFool (U) 75.0% 68.4% 88.9% 100.0%
U3D (U) 81.4% 84.4% 83.1% 94.4%
Geo-Trap (U) 86.7% 81.0% 91.8% 88.8%
StyleFool (T) 93.7% 79.8% 96.5% 83.3%
Geo-Trap (T) 78.4% 76.3% 83.8% 83.1%

its highest or equal highest DSR at DoS = 4 for all five at-
tack types, marking significant defense improvements. For
example, with StyleFool (U) on UCF-101, SECVID’s DSR
rises from 69.7% at DoS = 1 to 83.5% at DoS = 4. A similar
increase is noted for Geo-Trap (U) on HMDB-51, where DSR
jumps from 75.0% at DoS = 1 to a perfect 100% at DoS = 4.

For I3D, SECVID’s response to different DoS levels is
more nuanced compared to C3D, but it follows a similar over-
all trend. It achieves optimal performance for Geo-Trap (U)
at DoS = 4 on both UCF-101 and HMDB-51. However, for
StyleFool (T) on UCF-101, its best performance is seen at the
lowest DoS = 1. This variation is influenced by I3D’s focus
on long-range temporal flow, along with spatial flow, enhanc-
ing C3D. In I3D, smaller DoS levels are more effective in
mitigating spatial adversarial perturbations, while larger ones
better disrupt temporal disruptions. This results in a more
spread impact of DoS choices in I3D compared to C3D.

The findings show that DoS considerably affects SECVID’s
defense efficacy. In general, a larger DoS enhances data spar-
sity, improving the disruption of adversarial perturbations.

Impact of Sparse Transformation Loss LS . Table 7 high-
lights the differences in SECVID’s defense efficacy with
and without the utilization of LS , under its default setting of
DoS = 4 and K = 1024. SECVID exhibits improved perfor-
mance for both classifiers across two datasets against five
types of attacks. This improvement underscores the impor-
tance of LS in reducing sparse representation and enhancing
its sparsity, as detailed in Sections 5.1 and 5.3.
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Table 8: Impact of varying cluster counts on SECVID in terms of DSR, evaluated across four distinct cluster counts, at DoS = 4
on adversarial videos, as shown in Table 2. The highest DSR for each attack type and model is highlighted in bold.

Model Attack Method
Without With Discretized Compression

Discretized Compression K = 128 K = 256 K = 512 K = 1024

UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51 UCF-101 HMDB-51

C3D

StyleFool (U) 63.3% 40.0% 79.8% 78.1% 82.5% 75.0% 80.0% 81.3% 83.5% 84.3%
U3D (U) 50.0% 54.8% 83.3% 85.5% 83.3% 84.7% 91.6% 86.7% 92.3% 83.3%
Geo-Trap (U) 87.5% 95.5% 75.0% 100.0% 75.0% 100.0% 87.5% 100.0% 100.0% 100.0%
StyleFool (T) 64.8% 61.2% 79.2% 73.3% 79.2% 75.2% 79.2% 76.1% 79.2% 81.8%
Geo-Trap (T) 78.0% 66.7% 73.7% 100.0% 73.7% 100.0% 83.8% 66.7% 83.3% 100.0%

I3D

StyleFool (U) 85.4% 63.1% 86.1% 61.5% 90.3% 66.7% 88.9% 67.4% 88.9% 83.0%
U3D (U) 59.8% 89.5% 69.4% 72.2% 83.3% 80.8% 83.3% 83.3% 83.1% 94.4%
Geo-Trap (U) 83.8% 66.7% 93.5% 66.7% 93.5% 74.2% 90.3% 78.5% 91.8% 88.8%
StyleFool (T) 84.7% 73.5% 94.4% 79.5% 94.4% 79.5% 94.4% 81.8% 96.5% 83.3%
Geo-Trap (T) 78.4% 66.1% 73.0% 62.1% 73.0% 65.8% 83.8% 66.1% 83.8% 83.1%

6.2.3 Impact of Discretized Compression

Table 8 shows the impact of different cluster counts (K ∈
{128,256,512,1024}) on SECVID’s defense effectiveness,
with DoS = 4 as the default setting. Generally, SECVID’s
performance decreases without discretized compression.

For C3D, under the StyleFool (U) attack, SECVID shows
a significant DSR improvement with more clusters. DSR
increases from 63.3% without discretization to 83.5% at K =
1024 on UCF-101. On HMDB-51, it rises from 40.0% to
84.3% at the same cluster count. This pattern is observed in
other attacks as well; with U3D (U) on UCF-101, SECVID’s
DSR climbs from 50.0% to 92.3% at K = 1024, affirming that
higher cluster counts consistently boost adversarial resilience.

For I3D, SECVID shows a similar trend, with its DSR
increasing from 83.8% without discretization to 91.8% at K =
1024 for Geo-Trap (U) on UCF-101. However, its optimal
performance for U3D (U) on UCF-101 peaks at 83.3% with
K set to 256 or 512. Further reducing K compromises video
quality due to over-compression. Generally, fewer clusters
efficiently counter adversarial perturbations and reduce K-
Means clustering costs, but at the expense of reconstructed
video quality. As seen in Table 8, a cluster count of 1024
provides a balanced trade-off, enhancing SECVID’s average
DSR by 29.5% compared to the non-discretized scenario..

6.2.4 Impact of Temporal Loss

SECVID shows improved DSRs for both classifiers across
two datasets against five attack types under its default setting
of DoS = 4 and K = 1024, as shown in Table 9, by incor-
porating temporality Ltemp (Equation (16)). These improve-
ments are 5.2% for C3D-UCF-101, 8.3% for C3D-HMDB-51,
3.3% for I3D-UCF-101, and 9.1% for I3D-HMDB-51. This
underscores the importance of boosting SECVID’s defense
capabilities by maintaining temporal consistency in videos.

6.3 RQ2. SECVID’s Video Quality
SECVID adopts a correction-focused strategy to combat ad-
versarial video attacks, using discretization-enhanced VCS.
Our experimental findings reveal that while SECVID may

Table 9: Impact of temporal loss Ltemp (Equation (16)) on
SECVID’s DSR in the default setting of DoS = 4 and K =
1024 on adversarial videos, as shown in Table 2.

Model Attack Method Without Ltemp With Ltemp

UCF-101 HMDB-51 UCF-101 HMDB-51

C3D

StyleFool (U) 78.9% 75.0% 83.5% 84.3%
U3D (U) 89.5% 83.3% 92.3% 83.3%
Geo-Trap (U) 90.8% 84.9% 100.0% 100.0%
StyleFool (T) 76.3% 79.7% 79.2% 81.8%
Geo-Trap (T) 81.0% 92.2% 83.3% 100.0%

I3D

StyleFool (U) 83.3% 93.7% 88.9% 100.0%
U3D (U) 81.4% 84.4% 83.1% 94.4%
Geo-Trap (U) 89.7% 76.2% 91.8% 88.8%
StyleFool (T) 94.4% 79.8% 96.5% 83.3%
Geo-Trap (T) 81.1% 78.0% 83.8% 83.1%

not fully return adversarial videos to their original condi-
tion, it significantly recovers their original quality and fidelity.
This extent of restoration is sufficient for SECVID-enhanced
video classifiers to precisely classify videos. We apply three
standard metrics adapted from images to videos: SSIM [52],
PSNR [70], and FID [39], averaging frame-wise metrics.

SECVID, by default configured to DoS = 4 and K = 1024,
employs discretization-enhanced VCS to counter adversarial
perturbations and reconstruct original videos. Figure 4 ex-
amines adversarial samples (as detailed Table 2) and their
SECVID reconstructions compared to the originals, across
varying cluster counts while maintaining DoS = 4. SSIM,
PSNR, and FID are calculated as averages for each cluster
count. In a similar approach, Figure 5 assesses clean videos
from the UCF-101 and HMDB-51 datasets.

SECVID effectively maintains the naturalness and realism,
i.e., indistinguishability [5] of content reconstructed from both
adversarial and clean videos. SSIM scores, reflecting struc-
tural similarity, consistently surpass 0.9 for varying K values.
PSNR, another measure of video quality, generally stays be-
low 30, regardless of K variations. For adversarial videos,
SSIM and PSNR increase, peaking at K = 1024, except for
U3D (U). Here, SECVID’s impact on video quality is more
evident in PSNR, mainly due to the residual noise introduced.

FID trends vary; clean videos reconstructed by SECVID
typically achieve FID scores below 100, aligning with their
favorite SSIM and PSNR values. Conversely, FID scores for
adversarial videos can reach up to 300, as depicted in Figure 4,
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Figure 4: SECVID’s restoration of video quality in adversarial videos as detailed in Table 2. This is achieved for both the
UCF-101 and HMDB-51 datasets at four distinct cluster counts K ∈ {128,256,512,1024} (DoS = 4). ’Raw’ denotes the original,
unaltered adversarial videos. The evaluation uses the SSIM [52], PSNR [70], and FID [39] metrics.

Figure 5: SECVID’s effective maintenance of video quality
and fidelity for clean videos from UCF-101 and HMDB-51 at
four different cluster counts K ∈ {128,256,512,1024} using
the PSNR [70], SSIM [52], and FID [39] metrics (DoS = 4).

OF AF R-OF O-RN A-RNR-AF
BandMarching (UCF-101)

CartWheel (HMDB-51)

Figure 6: SECVID’s differential effects on an original frame
(OF) and its corresponding adversarial frame (AF). Typically,
the residual noise (A-RN) between AF and its reconstruction
(R-AF) is larger than the residual noise (O-RN) between OF
and its reconstruction (R-OF). This disparity occurs as R-AF,
when processed by SECVID, often retains some perturbations
present in, and introduces distortions to, the AF.

but these attacks are still classified as stealthy [48,69,90]. Ele-
vated FID scores in SECVID-reconstructed adversarial videos
are due to minor distortions of original features while neu-
tralizing perturbations, a process depicted in Figure 6. Thus,
clean videos tend to have lower FID scores compared to their
adversarial counterparts. Nevertheless, as shown in Figure 7,
SECVID effectively restores original videos and neutralizes
perturbations, maintaining their indistinguishability.

6.4 RQ3. SECVID’s Security-Related Costs
SECVID excels in defending against adversarial video attacks,
ideal for security-focused video recognition systems. How-
ever, it involves trade-offs: a slight dip in recognition accuracy,
extra training needs, and increased inference times (about two
to four times longer) for improved security. Approaches to

OF

RF

AF

AP

RN

StyleFool (U) U3D (U) Geo-Trap (U) StyleFool (T) Geo-Trap (T)

Figure 7: SECVID’s video quality on UCF-101, showing
adversarial perturbations (AP) between original frame (OF)
and adversarial frame (AF), and residual noise (RN) between
original frame (OF) and reconstructed frames (RF).

mitigate these drawbacks are detailed in Section 7.

Accuracy Loss. Figure 8 shows that SECVID slightly re-
duces accuracy in video classifiers on original datasets, a
reasonable trade-off for the improved defense at different
DoS levels and various cluster counts. As discussed in Sec-
tion 6.2.1, SECVID’s performance in minimizing accuracy
loss is on par with four defense baselines. With SECVID,
C3D’s accuracy on UCF-101 slightly decreases from 78.3%
to 73.7%, and on HMDB-51 from 60.2% to 56.9%. Similarly,
I3D also sees a small decrease in the classification accuracy,
from 87.6% to 85.2% on UCF-101 and from 62.5% to 60.3%
on HMDB-51, with the lowest at the highest DoS = 4 for
HMDB-51. As per Section 6.2.2, SECVID’s temporal dis-
ruptions, designed to counter adversarial perturbations, might
unintentionally impact long-range temporal flow [23, 72] in
clean videos, slightly lowering I3D’s classification accuracy.

As noted in Section 6.2.2, larger DoS levels in SECVID
more effectively neutralize perturbations, but concurrently
cause a minor reduction in accuracy for clean videos. This
indicates SECVID’s substantial boost in adversarial resilience
at the cost of a small accuracy compromise on original un-
altered videos. In high-risk situations like illegal activities

3614    33rd USENIX Security Symposium USENIX Association



Figure 8: Accuracy of C3D and I3D on clean datasets with
and without SECVID at various DoS with K = 1024 (left) and
accuracy of C3D and I3D on clean datasets with and without
SECVID at different cluster counts with DoS = 4 (right).

Figure 9: Average model inference time (ms) per sample with
and without SECVID at various DoS with K = 1024 (left) and
average model inference time per sample with and without
SECVID at different cluster counts with DoS = 4 (right).

recognition [77], this trade-off underscores SECVID’s effec-
tiveness, where the demand for robust security outweighs the
slight drop in video recognition accuracy.

SECVID’s Extra Training Times. As per Algorithm 2,
SECVID’s dataset-specific training involves co-training TCNN
and RCNN, with K-Means clustering for Q . Training time
depends on hyper-parameters like epochs, batch size, and
learning rate. It converges in about 30 epochs for UCF-101
and 60 for HMDB-51. Each epoch lasts about 0.25 hours for
both datasets, and constructing Q takes around 8 hours for
K = 1024, leading to total training times of approximately
7.5 hours for UCF-101 and 15 hours for HMDB-51.

Increased Inference Times. SECVID’s enhanced security
leads to longer inference times (Figure 9). Using 300 samples
from the training dataset per setting, the average per-video
inference time increases with SECVID but remains moderate.
In the default setting of DoS = 4 and K = 1024, C3D’s time
rose by 2.20× to 13.72 ms on UCF-101 and by 4.40× to
30.60 ms on HMDB-51. These times are on par with mod-
els like TSM at 29.0 ms [50], ECO at 32.9 ms [101], and
InceptionResNet3D-V2 at 25.0 ms [96]. I3D also saw in-
creases of 1.71× on UCF-101 and 4.06× on HMDB-51. In-
ference time usually increases with higher DoS (larger feature
maps) and higher K (longer K-Means clustering times).

6.5 RQ4. Defending Againast Sparse Attacks
We assess SECVID’s robustness against adaptive attacks tar-
geting its sparse transformation using adversarial patches [4].

Table 10: Comparing SECVID and DiffPure for their DSRs
when SECVID is under sparse attacks using adversarial
patches [4] on UCF-101 and HMDB-51 with C3D and I3D.

Defense C3D I3D

UCF-101 HMDB-51 UCF101 HMDB-51

SECVID 82.7% 74.7% 89.3% 72.0%
DiffPure [60] 69.3% 72.0% 66.7% 65.3%

Specifically, we compare SECVID’s defense capabilities
against DiffPure [60], which achieves the highest DSR (Ta-
ble 3) but also has the longest average inference time per
video (Table 5) among the seven baselines.

Adversarial patches exploit spatial sparsity by perturbing a
strategically selected small area in each image [4]. We adapted
the open-source implementation of this approach from images
to videos [35], maintaining its default settings. Each video
frame includes a square patch of random noise that occu-
pies 5% of the area. We generated 75 untargeted adversarial
samples for each model-dataset pair.

Table 10 demonstrates SECVID’s resilience against sparse
attacks, which yield slightly lower DSRs compared to non-
adaptive scenarios (Table 3). Despite this, SECVID remains
robust. Although such sparse attacks are problematic due to
their human-perceptibility, as also noted earlier [90], SECVID,
purposely designed to counter human-imperceptible perturba-
tions (Section 6.1), effectively mitigates these effects through
its discretized compression strategy.

Despite targeted sparse attacks on its sparse transformation,
SECVID consistently outperforms DiffPure [60]—the best
of the seven baselines—across all four model-dataset pairs.
Specifically, SECVID exceeds DiffPure in DSR by 19.3%
for C3D-UCF-101, 3.8% for C3D-HMDB-51, 33.9% for I3D-
UCF-101, and 10.3% for I3D-HMDB-51, further highlighting
its superior defense capabilities.

7 Discussion

Reducing SECVID-Enhanced Classifier Inference Times.
Integrating SECVID into video classifiers significantly
enhances defense against adversarial attacks and leads to
increased inference times, as our evaluation shows—typically
a two to fourfold rise. In addressing this, we propose several
future strategies. Firstly, SECVID-specific optimizations,
such as model pruning [97], quantization [99], and knowledge
distillation [58], could expedite the pre-processing module
while maintaining robust defense. Secondly, domain-specific
hardware acceleration [2] offers a promising avenue to
enhance SECVID’s performance without compromising its
defensive efficacy. Thirdly, SECVID could be selectively
deployed for videos preliminarily identified as suspicious
through lightweight techniques [89]. Lastly, a random appli-
cation strategy, similar to ETD screenings at airports [41],
may further optimize inference times. An additional benefit
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Table 11: Impact of varying perturbation intensity (ε) on
SECVID’s DSR for three untargeted attack types, with ε ∈
{8/255,16/255,32/255,64/255} (DoS = 4 and K = 1024).

Attack Method ε = 8/255 ε = 16/255 ε = 32/255 ε = 64/255

StyleFool (U) 83.5% 78.2% 77.4% 78.1%
U3D (U) 92.3% 95.5% 91.7% 92.3%
Geo-Trap (U) 100.0% 100.0% 100.0% 100.0%

of this approach is a potential further decrease in the already
small accuracy loss for clean videos, as indicated in Figure 8.

Impact of Perturbation Intensity ε. In our experiments
(Section 6.1), we use ε = 8/255, in line with previous stud-
ies [48, 90], as higher perturbation intensities are visible to
the human eye. Yet, Table 11 shows SECVID’s effective
defense even at higher intensities, relevant for attacks like
StyleFool [5]. We test C3D on UCF-101 against three un-
targeted attacks: StyleFool (U), U3D (U), and Geo-Trap (U),
simulating real-world misclassification. With StyleFool (U),
SECVID’s DSR slightly decreased from 83.5% at ε = 8/255
to 78.1% at ε = 64/255. U3D (U)’s DSR varied, but returned
to 92.3% at ε = 64/255, the same as at ε = 8/255. For Geo-
Trap (U), SECVID maintained 100.0% DSR across all inten-
sities, demonstrating its strong defense.

8 Related Work

The susceptibility of AI systems, especially in deep learning,
to adversarial perturbations is a critical issue recognized by
both the security and deep learning communities. Adversarial
attacks on video classification are categorized into white-
box [1, 10, 31, 49, 86] and black-box [5, 15, 38, 48, 57, 90]. Ex-
isting approaches mainly optimize adversarial perturbations
within ℓp norms using methods like FGSM [22] or PGD [76],
focusing on gradient estimation. In a white-box context, C-
DUP [49] creates offline universal adversarial perturbations,
drawing inspiration from GANs. V-BAD [38] targets black-
box classifiers with limited-query attacks. A heuristic ap-
proach reducing perturbation intensity in black-box attacks
was introduced, focusing on key frames’ salient regions [86].
StyleFool [5] introduced black-box attacks on video clas-
sification through style transfer, utilizing texture and color
changes. U3D [90] enhanced black-box attack transferability
with universal three-dimensional perturbations.

Most existing defense mechanisms against adversarial at-
tacks are tailored to images, focusing either on improving
model robustness (like Adversarial Training (AT) [27, 42, 71,
78], Input Transformations (IT) [28], Random Smoothing
(RS) [34]), ComDefend [37] and DiffPure [60]) or detecting
attacks [25, 53, 55]. In particular, ComDefend, similar to [26],
utilizes compression and reconstruction CNNs for image re-
construction. DiffPure employs diffusion models to purify
images, resulting in high computational costs.

AdvIT [89], leveraging temporal consistency, is the first

video-specific defense, but it only detects, not rectifies, adver-
sarial videos. DP [46] and OUDefend [51] are two additional
video-specific defenses. DP customizes defense patterns
based on specific known adversarial perturbations. Mean-
while, OUDefend utilizes over/undercomplete features of
videos within a feature restoration network, tailored to the
video classifier’s architecture, to defend against adversarial
videos. Adversarial training [42, 78], adapted from images
to videos, requires prior knowledge of adversarial perturba-
tions. Random Smoothing [34], which uses Gaussian noise to
avoid certain downsides, underperforms in defending videos,
as noted in [5] and confirmed in Table 3. Finally, self-adaptive
JPEG compression and optical texture analysis are used in
video defenses [13]. This method is especially effective for
large objects, where distinct textures and sizes facilitate better
compression adjustments and more robust texture analysis.

9 Conclusion

We introduce SECVID in response to increasing attacks on
DNN-based video recognition systems. This correction-based
defense uses video compressive sensing to address adver-
sarial threats through sparse transformation, discretization,
and advanced reconstruction, maintaining video quality and
integrity. While enhancing system defense, SECVID intro-
duces trade-offs, including slightly reduced recognition accu-
racy, additional training for its pre-processing module, and
longer inference times. These trade-offs pinpoint future re-
search directions, especially in cost-effective methods that
selectively impact security. As reliance on DNNs grows in
security-critical areas, SECVID serves as an effective counter-
measure against advanced adversarial video attacks, providing
crucial insights for developing robust defenses.
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