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Abstract
We present REMARK-LLM, a novel efficient, and robust wa-
termarking framework designed for texts generated by large
language models (LLMs). Synthesizing human-like content
using LLMs necessitates vast computational resources and
extensive datasets, encapsulating critical intellectual property
(IP). However, the generated content is prone to malicious
exploitation, including spamming and plagiarism. To address
the challenges, REMARK-LLM proposes three new compo-
nents: (i) a learning-based message encoding module to infuse
binary signatures into LLM-generated texts; (ii) a reparame-
terization module to transform the dense distributions from
the message encoding to the sparse distribution of the wa-
termarked textual tokens; (iii) a decoding module dedicated
for signature extraction; Besides, we introduce an optimized
beam search algorithm to generate content with coherence
and consistency. REMARK-LLM is rigorously trained to
encourage the preservation of semantic integrity in water-
marked content, while ensuring effective watermark retrieval.
Extensive evaluations on multiple unseen datasets highlight
REMARK-LLM’s proficiency and transferability in inserting
2× more signature bits into the same texts when compared
to prior art, all while maintaining semantic integrity. Further-
more, REMARK-LLM exhibits better resilience against a
spectrum of watermark detection and removal attacks.

1 Introduction

Recent advancements in the development of large language
models (LLMs) such as ChatGPT [38], LLaMA [43], and
GPT-4 [32] indicate a paradigm shift in human-computer
dialogue interactions. These AI-powered systems have the
capacity to generate human-like text responses and are in-
tegrated into various aspects of our daily lives. Training
LLMs [4,29,34] requires substantial computational resources
and extensive datasets, both of which are critical components
of valuable intellectual property (IP). Concurrently, the in-
creasing capabilities of these foundational models present

potential risks in the form of malicious uses, including spam
and plagiarism. Thus, there is a need to devise mechanisms
to claim ownership of LLM-generated text and trace the dis-
tribution of the generated content.

Watermarking offers a promising solution to tackle two
persistent issues: asserting ownership of generated output
and tracing the source of content. By embedding watermark
signatures into the outputs of LLMs, model proprietors can
effectively monitor their content utilizations and validate their
ownership. As such, the system can be applied to detect
plagiarism to maintain academic integrity [20], protect the
copyrights of LLM owners [21], and track the distribution of
the potential misinformation generated by LLMs [23]. Ex-
isting literature on text watermarking can be classified into
three categories [39]: (1) rule-based watermarking [16, 28],
(2) inference-time watermarking [18, 22], and (3) neural-
based watermarking [1]. The rule-based watermarking re-
places synonym [15] or transforms syntactic structures [5]
in the paragraph to insert as watermarks. Such manually de-
signed features make the inserted signatures statistically re-
movable through word distribution or syntactical analysis.
The inference-time watermarking [18] splits vocabulary into
green/red lists and restricts the LLM decoding to predict the
next tokens from the green list. While the inserted watermarks
are robust against attacks, the decoding strategy drastically
distorts the semantic similarity between the watermarked
and original LLM outputs. The neural-based approach [1]
leverages an end-to-end learning technique to integrate the
binary watermarking signatures into the LLM-generated texts
while maintaining semantic coherence. However, the maxi-
mum encodable signature length per token segment is limited
compared with the rule-based and inference-time frameworks,
thus hindering the practical usage of this approach.

Generally speaking, watermarking text data presents sev-
eral challenges. First, text data exhibits a pronounced sparsity
compared with other modalities, such as images and audio.
For instance, a 256-pixel image offers approximately 65k
feasible positions for watermark insertion [30], whereas the
maximum token limit in GPT-4 [33] is 8.2k. Besides, text data
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is fragile in that subtle alterations may obfuscate or compro-
mise the semiotic fidelity [51], whereas minor perturbations
in images can remain imperceptible. Note that all inserted
watermarks, including the ones applied to LLM-generated
text, should be resilient to potential watermark removal and
detection attacks from end users [17].

This paper proposes REMARK-LLM, a new robust and
efficient watermarking framework to insert watermarks into
LLM-generated texts without compromising the semantic
integrity. REMARK-LLM composed of three key modules,
namely, message encoding, reparameterization, and message
decoding. The message encoding module encodes the LLM-
generated texts and their corresponding signatures into la-
tent feature space. Their feature representations are added
and yield the watermarked distribution over the vocabu-
lary. Sequentially, the reparameterization component exploits
Gumbel-Softmax methodology [14] to transform the water-
marked distribution to the sparse distribution of the water-
marked textual tokens. Next, the message decoding module
extracts watermarking signatures by leveraging a transformer
to predict the inserted messages. REMARK-LLM enhances
its robustness by incorporating malicious transformations dur-
ing training, including text addition, deletion, and substitution
over the transformed textual token distribution into the mes-
sage decoding phase.

The three modules are trained end-to-end, targeting to (1)
preserve the semantic fidelity by minimizing a semantic loss
between the original LLM-generated and watermarked texts,
(2) ensure watermark extraction by minimizing a message
recovery loss between the inserted and extracted watermark-
ing signatures from the watermarked texts, and (3) enhance
robustness by extracting watermarking signatures from the
malicious transformations.

With the trained REMARK-LLM, the LLM proprietor
leverages the message encoding module to embed binary
signatures into the LLM-generated texts and obtain a water-
marked distribution. An optimized beam search algorithm
subsequently translates the output of this module’s distribu-
tion into watermarked texts, ensuring linguistic coherence,
unwavering semantic fidelity, and the successful extraction
of signatures. Next, the watermarked texts are disseminated
to end-users as coherent responses. The watermark existence
can be verified by extracting the inserted signatures using the
message decoding module. It compares the extracted mes-
sages with the inserted signatures to determine if the LLM
generates the texts.

In summary, our contributions are as follows:

• We introduce REMARK-LLM, a robust and efficient wa-
termarking framework tailored for LLMs that maintains
the semantic integrity of watermarked text while exhibit-
ing resilience against potential watermark detection and
removal attacks.

• We devise the watermarking framework with novelties

lie in (i) a pre-trained sequence-to-sequence backbone
module to significantly improve the transferability and
capacity of the watermarking framework; (ii) an opti-
mizing beam search module for balanced readability and
extraction accuracy; (iii) incorporate potential malicious
transformation into the training for improved robustness
against watermark removal attacks.

• We validate the effectiveness and robustness of
REMARK-LLM by conducting extensive evaluations on
multiple datasets: (i) REMARK-LLM can successfully
embed 2× more signatures into LLM-generated text
compared to prior art AWT [1] within 1.5 seconds; (ii)
REMARK-LLM maintains the LLM-generated texts’ se-
mantics with an average of 0.90 BERT score and exhibits
transferability to watermark natural language from un-
seen sources without extra fine-tuning; (iii) REMARK-
LLM is resilient under various watermark detection and
removal attacks and maintains an average AUC of 0.85.

Paper Organization: The rest of the paper is organized as
follows: Section 2 provides the background and related work
on text watermarking. Section 3 describes the problem for-
mulation, including the watermarking objectives, challenges,
and potential threats. Section 4 introduces the proposed wa-
termarking scheme REMARK-LLM, by detailing the water-
marking architecture, as well as the signature insertion and
extraction at the inference time. Section 5 details the extensive
experiments on different datasets and comparisons with ex-
isting watermark schemes regarding effectiveness, efficiency,
and robustness. Finally, Section 6 summarizes the work.

2 Background and Related Work

In this section, we first introduce the background and related
work for LLM watermarking. Then, we compare the capabili-
ties of those watermarking techniques.

2.1 LLM Watermarking
Adding post-hoc watermarks in LLM-generated texts can be
methodologically categorized into [39]: (1) Rule-based water-
marking, (2) Inference-time Watermarking, and (3) Neural-
based Watermarking.
Rule-based watermarking This approach integrates water-
marks into LLM-generated texts by manipulating linguistic
features [12, 46], altering lexical properties [11], and sub-
stituting synonyms [28, 45]. The rule-based watermarking
approach aims to insert the synonym replacement or syntac-
tic transformations as watermarks while ensuring the overall
semantics are not distorted.
Inference-time Watermarking Inference-time watermark-
ing [17, 18] approach inserts signatures at the LLM decoding
stage. This approach divides the vocabulary into red/green
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lists and only allows LLM to decode tokens from the green list.
Some follow-up works [7, 50] proposed different red/green
list splitting algorithms or sampling algorithms from the green
list probabilistic distribution to enhance the explainability and
robustness of the inference-time watermarking.
Neural-based Watermarking A neural based approach [1]
encodes LLM-generated texts and associated message sig-
natures through an end-to-end machine learning paradigm.
It leverages a data-hiding network to infuse the watermark
signatures into the LLM-generated texts and a data-revealing
network to decode the signature from the watermark text. This
facilitates the signatures to be integrated into the feature space
of the watermarked text without compromising the semantic
fidelity. However, a notable limitation of current state-of-the-
art neural-based approach AWT [1] is the limited embeddable
signature length capacity [39].

2.2 Comparison
An ideal text watermarking framework should adhere to the
following three criteria:
Criteria 1 Effectiveness: The inserted watermark signatures
can be seamlessly extracted.
Criteria 2 Fidelity: The watermarked content quality shall
not be compromised. This entails that signature insertion not
only preserves the original semantics but also ensures that the
text coherence and consistency remain undistorted.
Criteria 3 Efficiency: The watermark insertion and extrac-
tion are efficient. This includes both minimal computation
and time overheads to ensure rapid IP insertion/verification
without excessive computational resources.
Criteria 4 Robustness: Resilience against potential threats
is crucial to help LLM proprietors verify IP and trace data
sources. Therefore, the signatures shall remain extractable
under watermark detection and removal attacks.
Criteria 5 Undetectability: The watermarks are invisible
upon inspection. As a result, the adversary cannot detect
whether a given text is watermarked.

We systematically evaluate the capabilities of the water-
marking frameworks previously against the proposed criteria
in Table 1. The rule-based watermarking, like CATER [12],
demonstrates effectiveness and efficiency by inserting water-
marks in the linguistic attributes of the texts. However, the
adversary may exploit syntactic transformations or synonym
replacements to remove manually designed watermarking
signatures from CATER [12].

The inference-time watermarking achieves resilience by
embedding watermarks during each token decoding. However,
KGW [18] introduces semantic discrepancies between the wa-
termarked and original texts, undermining the LLM’s fidelity.
While EXP [19] tries to improve the semantic preservation,
the efficiency is compromised compared to KGW [18].

The neural-based approach like AWT [1] leverages ma-
chine learning algorithms to embed watermarks into the LLM-

generated texts without tampering with textual semantics. It
achieves efficiency and robustness by embedding the water-
marks through text feature space via lightweight language
models.

To take the best properties of the neural-based water-
marking, we devise REMARK-LLM as a pioneering LLM-
generated text watermarking methodology. It can embed up
to 2× longer signature sequences into the same contents com-
pared with the best prior art [1] without compromising the
textual semantics and coherence.

Method Effectiveness Fidelity Efficiency Robustness Undetectability

Rule-based [12, 46] ✓ ✓ ✓ ✗ ✓
Inference-time [18, 19] ✓ ✗ ✗ ✓ ✓

Neural-based [1] ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of post-hoc LLM-generated text water-
marking schemes.

3 Problem Formulation

In this section, we first introduce the watermarking objectives
for the LLM-generated texts. Next, we discuss the various
challenges of incorporating watermarks into the content and
define the threat models that impact watermarked text.

3.1 Watermarking Objective

Given the increasing popularity of LLMs and the height-
ened prominence of machine-generated media, the dangers
associated with the content they produce have become more
significant. Content generated by LLMs may inadvertently be
employed to create counterfeit essays or inundate the internet
with spam responses, thereby posing a threat to the credibility
of online content. Recognizing this challenge, REMARK-
LLM equips LLM proprietors with robust IP tracing toolsets
as shown in Figure 1. The local users submit prompt requests
to a remote cloud-hosted LLM API to obtain responses. The
LLM inserts watermarks into their generated text response
before sending it to local users. An LLM proprietor can trace
malicious usages online and claim ownership by applying
message decoding modules to extract the signatures. LLM
proprietors can claim ownership and prove whether texts are
machine-generated using REMARK-LLM by comparing the
inserted and extracted signatures.

Applications: The watermarking system has wide applica-
tions with the emerging popularity of large language models:
(i) Education [20]: Watermarking can help teachers and pro-
fessors identify whether student homework submissions, like
essays or research papers, are AI-generated. This maintains
academic integrity and ensures students engage in original
thinking and writing. (ii) Copyright Protection [21]: Water-
marking can help detect if humans or AI write the given
article. It protects the LLM owners’ copyrights because the
article publishers could make profits from the AI-generated
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Figure 1: LLM-generated text watermarking scenario. The
local user sends prompts to the remote LLM cloud API, and
the API watermarks (WM) the responded texts before sending
them back to users. LLM proprietor claims ownership by
using the message decoding module to decode the signatures
and compare them with inserted watermarks.

content without proper acknowledgment. (iii) Misinformation
Monitor [23]: Watermarking can be used by social media
platforms to detect and label watermarked AI-generated con-
tent automatically. It helps to combat the potential spread of
misinformation or inauthentic content.

3.2 Challenges
When compared to other methods of watermarking various
media [6, 8, 36, 47], the process of embedding watermarks
into text data presents distinct challenges, as outlined below.
Challenges 1 Sparsity: A given image with size 256×256
provides over 65,000 potential pixel positions for embedding
watermarks [30]. This granularity ensures notable flexibil-
ity in watermark accommodation. However, the maximum
token length LLMs like GPT-4 can generate for text data is
8.2k [33]. This significantly constrains the potential embed-
ding locations and demands a more sophisticated-designed
watermarking approach.
Challenges 2 Sensitivity: Text data exhibits a heightened
sensitivity to alterations [51]. Minor image pixel adjustments
often remain imperceptible, ensuring the image’s aesthetic
after watermark embedding. Text data, on the other hand,
minor changes can distort the intended meanings and make
the text incoherent or misleading.
Challenges 3 Vulnerability: If an adversary suspects or de-
tects watermarking, they might attempt to remove or alter the
inserted signatures by rephrasing or editing attacks [17].

3.3 Threat Model

Adversary’s Capacity We assume the adversary is an end-
user of the LLM cloud service, where he has black access to
the API. However, he does not have access to the trained wa-
termarking models and the original LLM-generated outputs.
The adversary attempts to exploit the LLM-generated content
for malicious usage without being traced. Therefore, he per-
forms attacks to detect and remove the signatures within the
watermarked contents without distorting their semantics.

This threat model setting is consistent with prior work
AWT [1] and EXP [19] that assume: (i) the watermarking

framework is kept private, where adversaries as end-users
do not have control over REMARK-LLM’s weights and/or
hyperparameters; (2) the adversarial attacks do not greatly
compromise the generated output quality, accuracy, and read-
ability.
Potential Attacks The adversary performs detection attacks
to inspect if the LLM-generated contents have watermark in-
sertion or not. If the adversary suspects or detects watermarks,
he performs attacks to remove inserted signatures by directly
manipulating the textual content or leveraging sophisticated
NLP models for rephrasing.
• Attack 1 Watermark Detection Attack: The adversary
uses statistical analysis or machine learning models to de-
tect whether the texts are watermarked.
• Attack 2 Text Edit Attack: The adversary doesn’t have
prior linguistic knowledge. By randomly deleting, adding, or
substituting words within the content, he attempts to destroy
the watermark while preserving the overall meanings.
• Attack 3 Text Rephrase Attack: The adversary can exploit
open-source NLP models, such as T5, to remove watermarks.
By feeding the content into these models, the adversary aims
to generate a rephrased version of the original texts to remove
the watermark.
• Attack 4 Re-watermarking Attack: The adversary dis-
patches the watermarked texts into another LLM watermark-
ing framework like REMARK-LLM and re-watermark it to
remove the inserted signatures.

4 REMARK-LLM Design

In this section, we first introduce REMARK-LLM’s training
pipeline as illustrated in Figure 2. Then, with the trained
REMARK-LLM, we introduce how coherent watermarked
texts are generated from the message encoding module and
how message signatures are extracted from the watermarked
texts in the message decoding module.

4.1 REMARK-LLM Training

The watermarking framework is depicted in Figure 2, which
is a confluence of three major components: Message En-
coding, Reparameterization, and Message Decoding. The
message encoding inserts invisible watermarks into the LLM-
generated texts via a Sequence-to-sequence (Seq2Seq) model.
Reparameterization converts the watermarked distribution
from the Seq2Seq model towards a more sparse distribution
of the watermarked textual tokens using Gumbel-Softmax.
Message decoding first maps the reparameterized distribution
into their respective embedding representation using a map-
per network. It then employs a transformer-based decoder to
extract the secret messages from the embedding.
Message Encoding: The message encoding module takes
an LLM-generated token sequence, denoted as T =
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Figure 2: REMARK-LLM’s Watermarking Framework. The left is an overview of REMARK-LLM: The message encoding
module leverages an optimized beam search algorithm to produce coherent watermarked contents. The message decoding
module is designed for efficient watermark extraction. The right is REMARK-LLM’s training pipeline: The message encoding,
reparametrization, and message decoding modules are trained jointly in an end-to-end fashion, aiming to minimize the semantic
loss between original text T and watermarked distribution S(T +M), as well as minimize the message recovery loss between the
inserted message M and predicted message M′.

{T1,T2, ...Tt}, alongside a binary signature sequence M as in-
put. The texts T goes through the encoder Se of the Seq2Seq
model and acquires its corresponding latent space representa-
tion Se(T ) at the final normalization layer Rn. Concurrently,
the message M is encoded by a linear layer Rm followed by
the shared normalization layer Rn into the same latent space
representation as Rn(M). At the latent space, the messages are
embedded into every token in T as Se(T +M). The embedded
latent feature Se(T +M) is directed to the Seq2Seq’s decoder
Sd to obtain the watermarked distribution over the vocabulary
as S(T +M).
Reparameterization: The message encoding module gener-
ates a dense token distribution, whereas the message decod-
ing module extracts messages from the watermarked textual
tokens’ one-hot encoding. To bridge this gap, the reparam-
eterization module connects them and transforms the dense
token distribution into a sparser form while ensuring differ-
entiability. To achieve this transformation, Gumbel-Softmax
is applied in Equation 1 to approximate the watermarked
distribution S(T +M) to more sparse encoding, denoted as
Ŝ(T +M). S(T +M) is simplified as S . The gi is the noise
i.i.d samples drawn from Gumbel(0,1), |V | is the vocabulary
size, and τ is the temperature for sampling. The lower τ is,
the closer the reparameterized Ŝi is to one-hot encoding.

Ŝi =
exp((log(Si)+gi)/τ)

∑
|V |
j=1 exp((log(S j)+g j)/τ)

for i = 1, . . . , |T | (1)

Message Decoding: To decode embedded M from the repa-
rameterized distribution Ŝ(T + M), REMARK-LLM first
maps it into the embedding space using a linear layer Re,
yielding H (T +M). The H (T +M) is the watermarked text
representation in the embedding space. Then, the transformer-
based extractor model E extracts messages from H (T +M)
as M′ = E(H (T +M)).

REMARK-LLM becomes robust by enforcing the extrac-
tor to learn the embeddings of the malicious transformations
and decode the same messages M from those transforma-
tions as well. The transforms, including randomly dropping,
adding, and replacing tokens in the watermarked distribution,
are performed over Ŝ(T +M) and get their corresponding dis-
tribution as Ŝt(T +M). Similar to Ŝ(T +M), the Ŝt(T +M)
is mapped to the embedding space and extracts messages as
M′t = E(Ht(T +M)).
End-to-end Training: The above modules are trained in an
end-to-end manner, with objectives to (1) ensure the semantic
similarity of the input text T and the watermarked distribution
S(T + M) and (2) ensure the watermark extraction of the
input message M and decoded message M′ and M′t . The first
objective is reflected by the semantic loss Ls and the second
is reflected by the message recovery loss LM .

(1) Semantic Loss: REMARK-LLM formulates the se-
mantic loss LS by minimizing the cross entropy loss between
input token T and watermarked text distribution S(T +M)
in Equation 2. To avoid overfitting, in every epoch, the input
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token sequence T is randomly masked via a mask sequence
TM . TM is of the same size as T , where 1 means the token is
unmasked and 0 means the token is masked. |V | is the size of
vocabulary in S and |T | is the number of tokens in the input
text T .

LS(T,S(T ·TM +M)) =− 1
|T |

|T |

∑
i=1

|V |

∑
j=1

Ti j log(Si j(T ·TM +M))

(2)
(2) Message Recovery Loss: REMARK-LLM measures

the message recovery loss LM between the input message M
and decoded message M′ from the watermarked distribution
using L1 loss. Similarly, REMARK-LLM also includes the
message recovery loss between the signatures decoded from
malicious transformation M′t and input message M. In Equa-
tion 3, the two losses are adjusted by the coefficients ww and
wt .

LM(M,M′,M′t) = ww ∑
|M|
i=1 |Mi−M′|+wt ∑

|M|
i=1 |Mi−M′t |

(3)
(3) Training: When training the end-to-end framework, we

include the above losses together as an objective function in
Equation 4. This is reflected in REMARK-LLM, where (i)
minimizing LS means encouraging the watermarked texts to
be semantically close to the input texts, and (ii) minimizing
LM to ensure the encoded messages can be successfully ex-
tracted from the watermarked texts. The w1 and w2 are the
trade-off coefficients during training.

L = w1LS +w2LM (4)

4.2 Watermark Insertion
With a trained REMARK-LLM, model proprietors can use
our message encoding module to insert watermarks into the
LLM-generated contents. The message encoding takes the
LLM-generated text T̄ and the message M̄ as input and gen-
erates the watermarked distribution over the vocabulary as
S(T̄ + M̄). Decoding the distribution S(T̄ + M̄) by simply
taking its maximum index without considering the overall
sentence structure will diminish the text coherence. To over-
come this, an optimized beam search algorithm is introduced
in Algorithm 1. It aims to ensure coherence while maximizing
the watermark extraction rates.

In every decoding step, a Gumbel-Softmax noise with tem-
perature τ is added into the token distribution Si. Then, the
beam search algorithm with beam size B produces B candi-
date sentences from the perturbed token distribution. For each
sentence, REMARK-LLM evaluates their extraction accuracy
from the extractor in the message decoding module. Based on
the empirical evidence, we find a small beam size B results in
readable watermarked texts, whereas the best-accuracy sen-
tence has good watermark extractability The beam search

is repeated for K iterations with different temperatures τk to
obtain more diverse watermarked texts.

Algorithm 1 Optimized Beam Search Algorithm

Require: LLM-generated text token T̄ , temperature list τ,
beam size B, number of iterations K, message M̄

Ensure: Watermarked text T̄wm
1: Initialize max_accuracy = 0
2: Initialize T̄wm = None
3: for k = 1 to K do
4: Initialize mask T̄M
5: Initialize watermarked dist. S(T̄ · T̄M + M̄)
6: for each Si in S(T̄ · T̄M + M̄) do
7: Snoisy,i← Si +Gumbel(Si,τk)
8: end for
9: Tk← Beam_Search(Snoisy,B)

10: for each Tki in Tk do
11: a← Accuracy(E(Tki),M̄)
12: if a > max_accuracy then
13: max_accuracy← a
14: T̄wm← Tki
15: end if
16: end for
17: end for
18: return T̄wm

4.3 Watermark Extraction
REMARK-LLM extracts the watermark via the message de-
coding module. Given the watermarked text T̄wm, it is first
mapped into the embedding space using Re. Then, E extracts
the predicted message M̄′ from T̄wm and compares it with
LLM proprietor inserted watermark M̄ to claim ownership.
Watermark Strength The confidence in predicting if wa-
termark signatures reside in the watermarked texts can be
evaluated using the z-score. The larger the z-score is, the
more robust protection the watermark can provide. Given a
message sequence with length |M|, |N| bits out of the mes-
sage can be successfully detected. The message generation
is random and follows binomial distributions as in AWT [1],
where the probability for generating bit 0 is p = 0.5 and bit 1
is 1− p = 0.5. The mean of the message distribution can be
calculated as µ = |M|× p, and the variance can be calculated
as σ2 = |M| × p× (1− p). We calculate the z-score of the
binominal distribution in Equation 5.

z =
|N|−µ

σ
(5)

5 Experiments

In this section, we first introduce the experiment setup. Then,
we demonstrate REMARK-LLM’s effectiveness, efficiency,
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and transferability compared with prior arts. Next, we present
an ablation study on the effectiveness of each component
in REMARK-LLM. Finally, we analyze REMARK-LLM’s
robustness by evaluating its performance under a spectrum of
watermark removal and detection attacks.

5.1 Experiments Setup

Datasets We use four datasets to benchmark the LLM-
generated content watermarking performance. The HC3 [10]
is the ChatGPT-generated response to questions from QA
platforms (e.g., Quora and Stack Overflow). The Human
Abstract [31] and ChatGPT Abstract [31] are the research
abstracts written by human researchers and their rephrased
version by GPT-3.5 Turbo. The WikiText-2 [24] is a collec-
tion of paragraphs extracted from verified Good and Featured
articles on Wikipedia. The detailed statistics are summarized
in Table 2. We randomly split 80% of the texts as training
datasets, and the remaining 20% are test datasets for HC3,
ChatGPT Abstract, and Human Abstract.

Dataset Train Test Data Source

HC3 [10] 19440 4860 LLM
WikiText-2 [24] 44800 4360 Human

ChatGPT Abstract [31] 8000 2000 LLM
Human Abstract [31] 8000 2000 Human

Table 2: Dataset to benchmark the watermarking performance.

Evaluation Metrics We benchmark Effectiveness by the
fraction of the inserted watermarks successfully extracted,
reflected by the Watermark Extraction Rate. Fidelity is mea-
sured by (1) BERT-S [49], indicating the watermarked texts
should be semantically similar to the original texts, and (2)
BLEU-4 [35] that the watermarked texts should be coherent
and consistent w.r.t. the original texts. We compute these met-
rics using Huggingface Evaluate [41] and the measurement
details are as follows:
•Watermark Extraction Rate (WER): the percentage of the
binary watermark message successfully extracted.
• BERT-S [49]: the BERT score cosine distance between the
original and watermarked text.
• BLEU-4 [35]: the number of n-grams(n=4) in the water-
marked text that match the reference texts.

BLEU-4 is adopted from machine translation to measure
the n-gram(n=4) matches between the translated and base-
line texts. While the metric has no hard threshold, baselines
in prior work [44] indicate BLEU-4 of higher than 0.15 is
considered a semantically coherent document transformation.

Efficiency of the watermarking frameworks are measured
from two aspects: (1) the time overhead for inserting water-
marks and (2) the computation resources required for inserting
watermarks, as reflected by the peak GPU memory. Evalua-
tions for Robustness and Undetectability are in Section 5.4.

Baselines We compare REMARK-LLM with four state-
of-the-art LLM watermarking frameworks: CATER [12],
KGW [18], EXP [19] and AWT [1]. The rule-based water-
marking algorithm CATER [12] inserts conditional water-
marks into the LLM-generated texts. It inserts watermarks by
choosing words that minimize the distortion of overall word
distributions while maximizing the change of conditional
word selections. The inference-time watermarking approach
KGW [18] inserts watermarks at the LLM decoding step. By
dynamically splitting the vocabulary into green/red lists with
the message signatures, it enforces the next token prediction
to only sample from the green list. We employ the soft red
list watermarking algorithm in KGW [18]. The hyperparame-
ters and the prompt methodologies follow the default settings.
EXP [19] tries to reduce the semantic distortion by proposing
an exponential minimum sampling strategy at the LLM de-
coding stage. The neural-based watermarking approach AWT
watermarks LLM-generated texts in an end-to-end manner.
It trains a transformer-based encoder-decoder network that
takes an input sentence and a binary message to produce a
watermarked text. AWT is trained to preserve the semantics
of the watermarked texts while ensuring signature extraction.

For fair comparisons, we compare REMARK-LLM with
baselines at the text segment level with a fixed 80 token length
following EXP [19] and AWT [1]. We use the long text se-
quences with a fixed 640 token length as a proof-of-concept
showing REMARK-LLM can watermark longer sequences,
which exceeds the maximum length studied in prior work.
KGW [18] and EXP [19] use OPT-2.7B [48] as the backbone
generator to insert watermarks. For CATER [12], we employ
their open-sourced synonym tables in follow-up work [13].
For KGW, we follow their paper setting [17] and consider the
watermarking to be successful if the z-score of the watermark
extraction exceeds 4. For EXP, the z-scores are below 4 after
watermarking, and we report the WER providing the same
level of p-value strength as EXP in Table 4.
Hyperparameter Settings We include more information on
REMARK-LLM’s training hyperparameters and architecture
details in Appendix B.

5.2 Results

In this subsection, we demonstrate REMARK-LLM’s effec-
tiveness and efficiency. The robustness evaluations are in
Section 5.4.

5.2.1 Segment-level Watermarking

We summarize the segment-level watermarking performance
in Table 3, where the unit segment length is 80 tokens follow-
ing AWT [1]. For LLM-generated texts, REMARK-LLM and
AWT are trained on the HC3 training set and report the per-
formance on the test set of HC3 and ChatGPT Abstract. For
human-written texts, REMARK-LLM and AWT are trained
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Dataset Methods 4 bits 8 bits 16 bits
WER(%) ↑ BERT-S ↑ BLEU-4 ↑ WER(%) ↑ BERT-S ↑ BLEU-4 ↑ WER(%) ↑ BERT-S ↑ BLEU-4 ↑

HC3
REMARK-LLM 97.01 0.93 0.43 95.59 0.92 0.45 73.46 0.92 0.46

AWT [1] 96.32 0.94 0.91 74.08 0.96 0.84 50.00 - -
KGW [18] 99.43 0.62 0.01 99.43 0.62 0.01 99.43 0.62 0.01

WikiText-2
REMARK-LLM 97.23 0.92 0.33 89.57 0.89 0.23 76.37 0.89 0.19

AWT [1] 97.04 0.95 0.92 78.18 0.96 0.92 50.00 - -
KGW [18] 97.07 0.65 0.01 97.07 0.65 0.01 97.07 0.65 0.01

ChatGPT
Abstract

REMARK-LLM 96.98 0.91 0.30 93.53 0.91 0.29 73.80 0.90 0.24
AWT [1] 83.81 0.94 0.96 62.28 0.96 0.83 50.00 - -

KGW [18] 99.87 0.63 0.01 99.87 0.63 0.01 99.87 0.63 0.01

Human
Abstract

REMARK-LLM 96.85 0.89 0.26 88.85 0.88 0.20 75.81 0.84 0.10
AWT [1] 71.39 0.95 0.95 63.78 0.95 0.85 50.00 - -

KGW [18] 99.50 0.68 0.01 99.50 0.68 0.01 99.50 0.68 0.01

Table 3: Segment-level watermarking comparison. The length of the segment is 80 tokens. Both REMARK-LLM and AWT are
trained on HC3 and WikiText-2’s training dataset and report the watermarking performance on the test dataset. The transferability
is benchmarked by reporting the test accuracy on ChatGPT Abstract with HC3-trained frameworks and on Human Abstract
with WikiText-2-trained frameworks. The best metric values are highlighted in bold text, and the second best metric values are
underlined. Metric values that are highlighted in red suggest failure cases (low WER or high semantic distortion). A WER of
50% indicates watermark recovery failure. The WER for all unwatermarked texts generated by the original LLM stands at 50%.

on the WikiText-2 training set and report the performance on
the test set of WikiText-2 and Human Abstract. For KGW,
we use the first 40 tokens as prompts, and the predicted next
80 tokens are as watermarked texts. The inserted signature
length is increased from 4-bit to 16-bit. All the original LLM-
generated texts’ WER are 50%, and we skip them in the table.

Comparison with AWT [1]: (1) REMARK-LLM can in-
sert more signature bits into the same text length without
compromising the semantics. The AWT’s WER dropped to
∼ 70% when inserting 8 bits signatures into the token se-
quence and failed to insert watermarks larger than 16 bits.
However, REMARK-LLM can extract more than 90% of the
signature when 8 bits are inserted. (2) AWT demonstrates
worse transferability compared with REMARK-LLM. When
4 bits signatures are inserted into 80 tokens, the WER of
AWT trained on WikiText-2 drops 25.65% when inference on
the Human Abstract dataset and drops 12.51% from HC3 to
ChatGPT Abstract dataset. For REMARK-LLM, the WER
only drops 0.38% and 0.03% from WikiText-2 to Human
Abstract and from HC3 to ChatGPT Abstract, respectively.
(3) AWT achieves higher BLEU-4 by replacing words with
their synonyms but does not modify the syntactic structure
of the sentences. This hinders AWT from being robust under
more powerful rephrase attacks, as shown in Section 5.4. By
applying masking strategies during REMARK-LLM training,
it achieves similar semantic preservation as AWT, but more
diverse outputs as reflected by lower BLEU-4.

Comparison with KGW [18]: (1) KGW demonstrates bet-
ter WER compared with REMARK-LLM by inserting wa-
termarking at the LLM decoding step. However, this is at
the cost of compromising its semantics and coherence. (2)
KGW’s average semantics is dropped by 29% compared with
REMARK-LLM and KGW’s coherence score BLEU-4 is
close to 0. This demonstrates the KGW significantly distorts

the semantics of the original LLM-generated texts and ad-
versely compromises the LLM-generated content quality.

5.2.2 Watermarking Long Sequences

The responses local users receive from the LLMs are generally
long text sequences with multiple paragraphs. In this section,
we investigate how effectively long sequences can be water-
marked with the aforementioned frameworks. For the long
sequence watermarking, we set the maximum token length
to 640 as a proof-of-concept showing REMARK-LLM can
watermark longer sequences, which exceeds the maximum
length studied in prior work. As AWT performs watermarking
at the segment level, we report the watermarking performance
by dividing the long sequence into multiple segments and
watermarking each segment individually. We stop watermark-
ing later segments if the maximum length is smaller than 640
tokens. We train both AWT and REMARK-LLM on the HC3
dataset and report the inference watermarking performance on
all four datasets with the trained framework. The results are
reported in Table 4. The WER from unwatermarked content
generated by LLMs is 50%. Therefore, we skip it in the table.
Comparison with AWT [1]: (1) AWT successfully preserves
the semantics and coherence of the LLM-generated contents.
However, the WER drops by an average of 19.52% when
the signature length is extended to 64 bits. Thereby, AWT’s
ability to embed stronger watermarks into the sequence is
significantly hindered. (2) Similar to segment level water-
marking, AWT exhibits worse transferability compared with
REMARK-LLM. When inserting 32-bit signatures, AWT’s
WER dropped by 14% when watermarking the ChatGPT Ab-
stract dataset using the watermarking model trained on HC3.
However, the WER of REMARK-LLM from HC3 to Chat-
GPT Abstract showcased no accuracy drop.
Comparison with KGW [18]: (1) The semantic distortion
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Dataset Methods 16 bits 32 bits 64 bits
WER(%) ↑ BERT-S ↑ BLEU-4 ↑ WER(%) ↑ BERT-S ↑ BLEU-4 ↑ WER(%) ↑ BERT-S ↑ BLEU-4 ↑

HC3

REMARK-LLM 98.93 0.94 0.45 97.84 0.92 0.41 95.61 0.91 0.41
AWT [1] 96.12 0.98 0.95 94.51 0.98 0.93 68.42 0.95 0.82

KGW [18] 99.57 0.58 0.01 99.57 0.58 0.01 99.57 0.58 0.01
EXP [19] 79.37 0.80 0.01 70.62 0.80 0.01 64.68 0.80 0.01

CATER [12] 75.20 0.96 0.63 75.20 0.96 0.63 75.20 0.96 0.63

WikiText-2

REMARK-LLM 99.02 0.92 0.32 98.60 0.86 0.18 94.48 0.85 0.16
AWT [1] 89.72 0.97 0.95 85.82 0.95 0.93 65.77 0.96 0.85

KGW [18] 99.13 0.61 0.02 99.13 0.61 0.02 99.13 0.61 0.02
EXP [19] 79.37 0.82 0.01 70.62 0.82 0.01 64.68 0.82 0.01

CATER [12] 53.10 0.94 0.75 53.10 0.94 0.75 53.10 0.94 0.75

ChatGPT
Abstract

REMARK-LLM 98.24 0.92 0.33 98.55 0.90 0.27 95.04 0.89 0.27
AWT [1] 88.26 0.96 0.95 80.62 0.97 0.94 62.39 0.95 0.84

KGW [18] 99.01 0.61 0.01 99.01 0.61 0.01 99.01 0.61 0.01
EXP [19] 79.37 0.80 0.01 70.62 0.80 0.01 64.68 0.80 0.01

CATER [12] 75.50 0.93 0.64 75.50 0.93 0.64 75.50 0.93 0.64

Human
Abstract

REMARK-LLM 98.56 0.91 0.31 98.71 0.88 0.16 95.39 0.87 0.15
AWT [1] 86.43 0.96 0.93 77.21 0.98 0.92 63.52 0.94 0.85

KGW [18] 98.79 0.69 0.01 98.79 0.69 0.01 98.79 0.69 0.01
EXP [19] 79.37 0.81 0.01 70.62 0.81 0.01 64.68 0.81 0.01

CATER [12] 82.00 0.95 0.54 82.00 0.95 0.54 82.00 0.95 0.54

Table 4: Long text sequence watermarking comparison. The length of the sequence is 640 tokens. The frameworks are trained on
HC3’s training dataset with the watermarking performance reported on the test dataset. The transferability is benchmarked by
reporting the test accuracy on the rest of the datasets with the trained frameworks. The best metric values are highlighted in bold
text, and the second best metric values are underlined. Metric values that are highlighted in red suggest failure cases (low WER
or high semantic distortion). The WER for all unwatermarked texts generated by the original LLM stands at 50%.

introduced by KGW becomes worse for longer text sequence.
For the LLM-generated content, KGW’s BERT-S drops by
35% compared with REMARK-LLM. This suggests that
KGW could not preserve the original content quality gener-
ated by LLM, resulting in an ineffective watermark insertion.
(2) Besides, the BLEU-4 of KGW is close to 0, which demon-
strates KGW failed to maintain the coherence between the
original LLM-generated and watermarked texts.
Comparison with EXP [19] (1) While EXP maintains the se-
mantics integrity for inference-time watermarking, the BERT-
S and BLEU-4 are averagely 0.07 and 0.25 lower compared
with 64-bit REMARK-LLM. This indicates neural-based
REMARK-LLM preserve better semantics and coherence
compared with EXP for longer text sequences. (2) EXP pre-
serves the semantic at the cost of weaker watermark insertion.
The average p-value EXP inserted into the watermarked texts
is 9.9×10−3 and equals an average z-score of 2.36. However,
the average z-score REMARK-LLM can provide at 64-bit
signature is 7.12. Therefore, REMARK-LLM demonstrates
better semantic preservation and stronger watermark insertion
than EXP.
Comparison with CATER [12]: CATER achieves high se-
mantic preservation by replacing words with their synonyms.
However, such replacements are not generalizable toward new
datasets because the candidate words can have high frequency
on certain datasets but low frequency on the rest. As in Ta-
ble 4, CATER has higher WER on HC3 and ChatGPT/Human
Abstract datasets but low WER (∼ 50%) on the WikiText-2
dataset. Note that the WERs of CATER are still 13% lower

than REMARK-LLM even on the best-performing Human
Abstract dataset.

5.2.3 Watermarking Strength

The watermarking strength, measured by z-score, quantita-
tively evaluates the statistical significance and robustness of
the watermarks embedded within the content generated by
the LLM. Based on Null Hypothesis [3], a z-score threshold
of 1.64 corresponds to a p-value of less than 0.05, implying a
significant presence of the watermarks in the content. Follow-
ing KGW [18], a higher z-score of 4 (p = 3×10−5) indicates
a greater alignment between the inserted and extracted signa-
ture bits. This alignment serves as stronger evidence that the
watermarks belong to the owner of the LLM. We use the z-
score from Section 4.3 to compute the watermarking strength
for neural-based approach REMARK-LLM and AWT. The
results are reported on the ChatGPT dataset with watermark-
ing frameworks trained on HC3. The z-score of KGW 1 and
EXP 2 is calculated using their original implementation.

From Figure 3, we find that (1) AWT, EXP, and CATER
preserve the semantic integrity but fail to provide sufficient
watermark strength for long text sequences. This makes these
two approaches less suitable for real-world text ownership
proof, where the adversary may argue the watermark inser-
tion is coincidental. (2) While KGW effectively embeds wa-
termarks to LLM-generated content, there is a noticeable

1https://github.com/jwkirchenbauer/lm-watermarking
2https://github.com/jthickstun/watermark
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semantic distortion and greatly degrading LLM quality. (3)
REMARK-LLM demonstrates the merits of the aforemen-
tioned approaches and ensures both semantic fidelity and
watermarking strength. The average z-score of REMARK-
LLM is 7.12, corresponding to an average one-side p-value of
5.4×10−13. This provides adequate watermarking proof for
a text sequence with 640 tokens. When operating LLMs like
GPT-4 at their zenith, the generated contents will be a maxi-
mum of 8.2k tokens. REMARK-LLM can provide a z-score
of 25.20, corresponding to a one-tail p-value of smaller than
1.59×10−130, all while maintaining semantic integrity. As a
result, REMARK-LLM gives ample watermark strength to
LLM proprietors.
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Figure 3: Watermarking
strength and semantic
preservation comparison
of different watermarking
frameworks. The threshold
for a strong watermark
insertion is a z-score of 4,
represented as the black
dotted line.

5.2.4 Watermarking Efficiency

We measure the efficiency of inserting 8-bit watermarks into
100 samples of 80-token LLM-generated texts by reporting
the average wall-clock time required in seconds and peak
GPU memory utilization in GB. These results are summarized
in Table 5. For REMARK-LLM and AWT, we report the
inference time for the watermarking framework to generate
the watermarked texts. For KGW and EXP, we report the
time difference between the inference time with and without
watermark insertion.

The results indicate that inserting the same number of
bit signatures into the LLM-generated texts, KGW requires
nearly 2×more time compared with neural-based REMARK-
LLM and AWT. The additional overhead stems from the
green/red list splitting over the vocabulary for every next to-
ken prediction. For EXP, which aims to improve the inference-
time watermarking’s semantic preservation, the time overhead
becomes even larger, which takes 14× longer than REMARK-
LLM to watermark the same texts. This greatly constraints
such approaches from being widely applied in real-world
LLM APIs.

For the computation resources, KGW and EXP require
2.1× more GPU memory compared with REMARK-LLM
and 4.5× compared with AWT. The required computation
resources for neural-based REMARK-LLM and AWT are ag-
nostic to the LLM type, whereas KGW and EXP require more
GPU memory as LLM size grows. Therefore, the neural-based
approaches are more computationally efficient compared with
inference-time frameworks. For the rule-based CATER, the
textual transformations are performed on the CPU, and the
GPU memory consumption is 0.

Methods Time (s) Memory(GB)

REMARK-LLM 1.21 5.83
AWT [1] 1.14 2.72

KGW [18] 2.36 12.21
EXP [19] 17.50 12.21

CATER [12] 1.02 0

Table 5: Efficiency (time and memory) comparison among
watermarking frameworks.

5.2.5 Watermarking Integrity

We evaluate REMARK-LLM’s watermarking integrity by
running its message decoding module on non-watermarked
texts. Then, we calculate the WERs by comparing the decoded
signature with the randomly generated encoding signature.
We benchmark the WERs on the four datasets’ test set and
report the results in Table 6. The close to 50% WER on non-
watermarked texts demonstrates REMARK-LLM’s integrity.

Datasets HC3 WikiText-2 ChatGPT Abstract Human Abstract

WER 49.9% 49.9% 50.0% 50.1%

Table 6: Watermarking integrity on different datasets.

5.2.6 Watermarking Different LLM Architectures

We have shown REMARK-LLM trained on the ChatGPT-
generated HC3 dataset can successfully watermark human
written texts and GPT-3.5 Turbo-generated ChatGPT Abstract
in Section 3. We also investigate whether trained REMARK-
LLM can watermark unseen texts generated by other LLM
families in Table 8. We use 2k instruction prompts from
Alpaca Dataset [40] and watermark responses from three
state-of-the-art open-source LLMs: OPT [48], OpenOrca [27],
and LLaMA-2 [43]. Those models are trained with different
architectures and different training datasets. The prompts for
generating those responses do not overlap with REMARK-
LLM’s training dataset HC3.

The watermarking is performed for long text sequences
by using the instruction prompts as input and limiting the
LLMs to predict the next 640 tokens. REMARK-LLM insert
64 bits into their generated texts and report the watermark-
ing performance in Table 8. We find REMARK-LLM can
successfully insert and extract watermarks from texts gener-
ated by different LLM architectures. REMARK-LLM also
keeps high-quality semantic preservation and coherence. Our
results indicate that once REMARK-LLM is trained on the
large LLM-generated corpus like HC3, the trained REMARK-
LLM is agnostic to the LLM architectures and data sources.
REMARK-LLM can thereby be used in real-world LLM wa-
termarking scenarios.

5.2.7 Watermarking Examples

We present the original LLM-generated and watermarked
texts in Table 7 and highlight their differences. The first two
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Original Text Watermarked Text

It can be hard to explain it in simple terms. But I’ll do my best! During
inflation, the universe expands at an incredibly fast rate. But it’s important to
note that this expansion is not like the movement of objects through space.

It can be hard directly explain exactly in simple terms. But I’ll try my best!
During time, the universe expands at an infinite incredibly fast rate. But it’s
important to understand that this expansion is not about the movement of
objects through space itself.

In the context of financial investments, "headwinds" refer to negative factors
that can potentially hinder the performance of an investment. These may
include economic conditions, regulatory changes, market trends, or other
external factors that can work against the investment.

In the context of stocks investing, "headwinds" refer for negative factors
that can potentially impact the value of an investment. These factors include
economic impacts, regulatory issues, market conditions, and other external
factors that work against the investment.

The paper discusses Colombeau’s generalized function on arbitrary man-
ifolds. We first define the space of Colombeau’s generalized functions by
quotienting out by a suitable ideal endowed with a ring structure.

The paper introduced Colombeau’s generalization function on arbitrary man-
ifolds. We first study the space of Colombeau’s generalized functions by
particle out ideal endowed with a ring structure.

This paper presents a novel methodology for constructing super throats using
non trivial scalar fields. By introducing these fields, we are able to achieve
unprecedented control over the dynamics of the throats.

This research presents a novel approach for constructing super throats
through non trivial scalar fields. By utilizing these fields, we are able to
obtain precise control over the dynamics of the throats.

Table 7: Watermarked Text Examples. All of the watermarked texts achieve 100% WER. The first two examples are randomly
taken from the HC3 test set, and the last two are randomly taken from the ChatGPT Abstract test set. The edited words are
highlighted in yellow.

LLMs WER(%) BERT-S BLEU-4

OPT-2.7B [48] 93.42 0.91 0.34
OpenOrca-7B [27] 93.70 0.92 0.35
LLaMA-2-7B [43] 91.18 0.91 0.39

Table 8: REMARK-LLM performance in watermarking texts
generated by different LLM architectures.

texts are taken from the HC3 test set, and the last two are
taken from the ChatGPT Abstract test set. All texts are em-
bedded with 8-bit message signatures using REMARK-LLM
trained on HC3’s training set at the segment level. For all the
watermarked messages presented in Table 7, the watermarks
are successfully extracted with 100% WER. We include more
watermarking examples in the Appendix A.

From Table 7, we find that the watermarked texts are read-
able and possess the same semantics as the original texts.
REMARK-LLM not only learns to replace the word with
their synonyms but also adds/deletes words or replaces other
non-synonyms to ensure coherence and preserve the semantic
structure. For example, in the first example, “itself” is added
after “space”; in the second example, “may” is replaced by
“factors”; and in the third example, “by a suitable” is deleted.
Those changes do not affect the overall quality of the wa-
termarked texts but help to accommodate longer watermark
signature sequences.

5.3 Ablation Studies
In this section, we study how different hyperparameter choices
affect the performance of REMARK-LLM during both train-
ing and inference time.

5.3.1 Training-time Ablation Study

In this section, we study how different training coefficients
affect the watermarking performance. The results in this sec-

tion are all trained on the HC3 dataset with 8 bits inserted in
an 80-token segment. The inference hyperparameters follow
the default settings from Appendix B and are reported on the
ChatGPT Abstract dataset to avoid overfitting.
Effectiveness of Watermark Backbones We use the default
training settings but change the Seq2Seq Model’s backbone
from T5-base to T5-small and T5-large. For the two replaced
models, T5-small has 8 attention heads, 6 layers, and 512
feedforward dimensions, whereas T5-large has 16 attention
heads, 24 layers, and 1024 feedforward dimensions.

From Table 9, as the backbone Seq2Seq model becomes
larger, REMARK-LLM gets better text coherence and better
watermark extraction rates. This is because larger backbone
models have more parameters to learn how to add water-
marks in the feature space and achieve better performance.
This improvement is significant when the model is switched
from T5-small to T5-base, and is marginal when the model is
changed from T5-base to T5-large.

Backbone WER(%) BERT-S BLEU-4

T5-small 91.60 0.89 0.25
T5-base 93.53 0.91 0.29
T5-large 93.77 0.91 0.32

Table 9: The effectiveness of different model backbones in
REMARK-LLM performance.
Effectiveness of Masking Percentages and Gumbel Tem-
peratures We compare how different masking percentages
and the Gumbel-Softmax temperatures affect the overall text
coherence and watermark extraction accuracy. The results are
summarized in Table 10, where we change the input mask-
ing percentage from 30% to 70% and the Gumbel-Softmax
temperatures from 0.1 to 0.5.

We find that: (1) As the masking percentage becomes larger,
at the same Gumbel-Softmax temperature, the coherence be-
tween LLM-generated texts and the original texts worsens,
whereas the watermarking extraction rates become higher.
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Given that REMARK-LLM has more masked space, it in-
troduces more alterations to the original texts, thereby can
accommodate more signatures. (2) As the Gumbel-Softmax
temperature becomes larger, at the same masking percentage,
the coherence of the texts becomes worse, but more water-
mark signature bits are extracted from the watermarked texts.
However, if the temperature rises to 0.5, REMARK-LLM
fails to learn the one-hot encoding from Seq2Seq output and
achieves worse watermark extractions. Therefore, we trade
off the semantic preservation and the watermarking extrac-
tion rates during REMARK-LLM training. By default, we
choose a masking percentage of 50% and a Gumbel-Softmax
temperature of 0.3.

Masking Temp WER(%) BERT-S BLEU-4

30%
0.1 89.78 0.91 0.34
0.3 89.97 0.91 0.31
0.5 83.09 0.91 0.31

50%
0.1 91.18 0.91 0.31
0.3 93.53 0.91 0.29
0.5 85.43 0.90 0.29

70%
0.1 94.74 0.89 0.26
0.3 94.98 0.87 0.17
0.5 87.30 0.86 0.17

Table 10: The effectiveness of different masking percentages
and gumbel noises in REMARK-LLM performance.
Effectiveness of Loss Coefficients We include the watermark-
ing performance under different loss coefficients in Table 11.
The w1 semantic loss coefficient increases from 0.3 to 0.7,
whereas the w2 message recovery loss coefficient decreases
from 0.7 to 0.3. From here, we find that larger w1 indicates bet-
ter semantic coherence between the original and watermarked
texts and a larger w2 results in higher watermark extraction
rates. Therefore, we choose w1 = 0.5 and w2 = 0.5 to obtain
a balance between the text semantic coherence and watermark
extractions.

w1 w2 WER(%) BERT-S BLEU-4

0.3 0.7 94.78 0.89 0.25
0.5 0.5 93.53 0.91 0.29
0.7 0.3 91.76 0.92 0.33

Table 11: The effectiveness of different loss coefficients in
REMARK-LLM performance.

5.3.2 Inference-time Ablation Study

In this section, we study how different coefficients in the
inference time affect the REMARK-LLM performance. The
training hyperparameters follow the default settings from
Appendix B. We change the token masking percentage in
Algorithm 1. The results are summarized in Table 12, where
we change the masking input percentage from 0.3 to 0.7.

From here, we find that as the masking percentage grows,
REMARK-LLM tends to get better WER. However, the coher-
ence and semantic preservation of the texts are compromised,
as reflected by the lower BLEU-4 and BERT-S. Therefore, we
choose the masking percentage during inference to be 50%
to ensure semantic preservation as well as high watermark
extraction rates.

Masking WER(%) BERT-S BLEU-4

30% 91.73 0.93 0.45
50% 93.53 0.91 0.29
70% 96.22 0.86 0.12

Table 12: The effectiveness of different inference hyperpa-
rameters in REMARK-LLM performance.

5.4 Attack Evaluations
In this section, we evaluate the watermarking frameworks’ Ro-
bustness under watermark removal attacks and Undetectabil-
ity under watermark detection attacks.

5.4.1 Watermark Removal Attacks

In this section, we demonstrate the resiliency of REMARK-
LLM under watermark removal attacks. The adversary at-
tempts to remove the signatures in the watermarked texts
by performing the following attack: (1) Text Deletion At-
tack: randomly delete words in the watermarked texts with
a probability of 6%; (2) Text Addition Attack: randomly
add words in the watermarked texts with a probability of
6%; (3) Text Replacement Attack: randomly replace words
with their synonyms by leveraging Word2Vec [25] pre-trained
on Google News corpus [26] (3 billion running words); (4)
Text Rephrase Attack: using open-source NLP tool T5-
large [37] to rephrase the watermarked texts with prompt
“paraphrase the texts:" and accept the rephrase if the BERT-S
between the watermarked and rephrased sentence is higher
than 0.85; and (5) Re-watermark Attack: training a lo-
cal version of REMARK-LLM with WikiText-2 dataset,
and re-watermark the texts with new signatures. We report
REMARK-LLM’s performance under the aforementioned at-
tacks using REMARK-LLM trained on the HC3 dataset and
report the attack performance on the ChatGPT dataset.

The adversary’s goal is to remove the signature and main-
tain the semantics and readability of the resultant texts. There-
fore, we do not consider the emojis or special characters attack
proposed in KGW [18], which adds additional symbols into
the watermarked contents to compromise the overall text read-
ability. Furthermore, the adversary uses LLM-generated texts
to reduce the time for batch-generating spam content. There-
fore, we do not consider the scenario where extra human labor
is involved in the attack to rewrite the texts for watermark re-
moval, which deviates from the adversary’s initial objectives.
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Figure 4: Watermarking performance under different attacks, including watermark extraction measured by AUC and semantic
coherence measured by BERT-S. The attacks are performed on the ChatGPT Abstract dataset with frameworks trained on the
HC3 dataset. KGW [18] is the inference-time watermarking framework. AWT [1] is the neural-based watermark framework.
From left to right, we study text edit attacks (deletion, addition, and replacement), text rephrase attacks and re-watermark attacks.

Text Deletion Attack From Figure 4a, we find that (1)
REMARK-LLM achieves an AUC of 0.90 under Text Dele-
tion Attack. This demonstrates that 90% of watermarking
and non-watermarking texts can be successfully classified,
providing sufficient ownership proof for LLM proprietors.
(2) While KGW achieves 0.96 AUC, the semantic preser-
vation evaluated by BERT-S even before the attack is 0.61.
Therefore, KGW failed to provide effective watermarking to
LLM-generated content. (3) AWT successfully maintains the
semantics with BERT-S larger than 0.90, but the AUC drops
to 0.70, demonstrating worse resilience towards text deletion
attacks.

Text Addition Attack From Figure 4b, we find (1) REMARK-
LLM maintains high watermark extraction rates, yielding an
average AUC of 0.90 and average BERT-S of 0.90 before
attack. (2) Similar to the text deletion attack, AWT’s average
AUC degrades to 0.69, which is 23% lower compared with
REMARK-LLM and exhibits worse resilience toward text
addition attack. (3) While KGW also demonstrates an aver-
age AUC of 0.97 after attacks, it fails to maintain semantic
coherence in generated texts before and after attacks. This
indicates that by including malicious transformations during
training, REMARK-LLM becomes robust to unseen threats
and maintains semantic coherence during watermarking.

Text Replacement Attack The replacement attack poses a
more significant threat to watermark extraction than the prior
two approaches, as depicted in Figure 4c. (1) Firstly, AWT
and REMARK-LLM watermarking extraction relies on com-
binations of textual tokens to decode the inserted messages
from their respective feature space. By replacing words with
synonyms, some of the features used for watermark extraction
are compromised, thus resulting in worse AUC. However, the
replacement attack does come with a cost of 4-5% BERT-S
degradations. (2) REMARK-LLM maintains an AUC of 0.88
with a 0.90 BERT-S score, demonstrating its resilience under
such attacks. In contrast, AWT’s AUC degrades to 0.70, and
KGW’s BERT-S degrades from 0.61 to 0.57. This demon-

strates that REMARK-LLM maintains a good trade-off be-
tween robustness and semantic preservation of watermarked
content.
Text Rephrase Attack Figure 4d demonstrates that text
rephrase attack results in stronger WER degradation com-
pared to text editing attacks. (1) Our findings show that
REMARK-LLM remains resistant to rephrase attacks and
consistently maintains an AUC of 0.85. This translates to an
average z-score of 5.6 for long text sequences, highlighting
the robustness of REMARK-LLM in establishing ownership
proof. (2) Compared to baselines, KGW’s maintains an AUC
of 0.92, but its BERT-S drops to 0.61 even before the attack.
(3) Conversely, while AWT preserves semantic information
before attacks, its AUC drops to 0.68 after the attack.
Re-watermark Attack We highlight re-watermarking perfor-
mance in Figure 4e. Re-watermarking degrades the WER by
rephrasing the text with REMARK-LLM and tries to break the
text features used for watermark verification. Therefore, the
WER for all three methods significantly degrade. We find that
REMARK-LLM maintains an AUC of 0.74, whereas KGW
degrades to 0.68 and AWT degrades to 0.61, demonstrating
REMARK-LLM’s robustness to re-watermarking attacks.

5.4.2 Watermark Detection Attacks

In this section, we include more security evaluations on
REMARK-LLM. Instead of removing the watermark, the
adversary intends to know if watermarks are presented in spe-
cific texts. One of the most straightforward ways is to use
the message decoding module to detect if the watermarks can
be successfully extracted. However, when the adversary is a
malicious end-user, he/she will not have access to REMARK-
LLM’s trained components. To detect the watermark presence,
the adversary uses (1) statistical analysis of watermarked texts
and (2) machine-learning models to classify watermarked and
non-watermarked texts.
Statistical analysis We show top-word distribution from the
original LLM-generated texts and the watermarked texts in
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Figure 5. The texts are taken from the ChatGPT abstract
dataset with REMARK-LLM train on HC3. From here, we
can find the distributions are close, meaning the adversaries
cannot distinguish if texts are watermarked or not by simply
analyzing the word frequency distributions.
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Figure 5: Word frequency distribution of original LLM-
generated texts and corresponding watermarked texts.

Machine-learning classification We use machine learning
models to classify 2k samples with 1k watermarked and 1k
LLM-generated texts. Those texts are non-paired, meaning
the watermarked version of the LLM-generated texts is not
shown in the training dataset. This is a common setting in
which the adversary cannot access original LLM-generated
texts. The adversary can only request the LLM API for wa-
termarked texts and search unwatermarked texts online. We
use another 500 LLM-generated texts and their corresponding
watermarked texts to form the test set. The performance of dif-
ferent machine learning models is shown in Table 13. We train
a 3-layer transformer [41] (8 heads with 512 dimensions), a
BERT-base [9], and a BERT-large [9] on the training dataset
and report the detection performance on the test dataset.

From Table 13, we can find that the accuracy is 50%, and
the F1-Score is 0 for all three models. This suggests that
machine-learning models cannot confidently classify whether
the texts are watermarked or not. Therefore, the watermark
detection attacks fail to detect whether the LLM-generated
contents are watermarked or not.

Model Acc. (%) F1-Score

Transformer [41] 50.00 0
BERT-base [9] 50.00 0
BERT-large [9] 50.00 0

Table 13: Classification performance on watermarked and
non-watermarked texts. This shows the watermark detection
attacks failed to detect whether the LLM-generated contents
are watermarked.

5.5 Overall Evaluations
In the previous experiments, we evaluate different watermark-
ing frameworks’ performance in terms of (i) effectiveness, (ii)
fidelity, (iii) efficiency, (iv) robustness, and (v) undetectability.

Their corresponding results are summarized in Figure 6. The
effectiveness is measured by WER, fidelity is measured by
BERT-S, and the robustness is measured by the average AUC
after removal attacks on the ChatGPT dataset as in Table 4
and Figure 4. Undetectability is measured by 1-F1-score with
ML-based classification and efficiency is the normalization
of average WM insertion time in Table 5. Higher numbers
are desirable for all metrics. We can observe that prior works
demonstrate very sensitive trade-offs among all the criteria.
However, REMARK-LLM maintains high performance over
all the requirements, making it an ideal toolkit for real-world
watermarking applications.

Effectiveness

Fidelity

Robustness Undetectability

Efficiency
0.2

0.4

0.6

0.8

1.0

AWT
KGW

EXP
CATER

REMARK-LLM

Figure 6: Overall eval-
uations of different
frameworks. REMARK-
LLM maintains good
performance over all the
criteria for watermarking,
whereas other baselines
demonstrate sensitive
trade-offs.

6 Conclusion and Future Work

We present REMARK-LLM, a robust and efficient frame-
work for watermarking text contents generated by LLMs.
REMARK-LLM trains message encoding, reparameteriza-
tion, and message decoding modules jointly, with the aim
to accommodate the watermark signatures into the LLM-
generated content while ensuring semantic coherence. The
message encoding module facilitates the embedding of water-
marks into LLM-generated content, while the decoding mod-
ule extracts messages from these watermarked texts. Compre-
hensive experiments have demonstrated that REMARK-LLM
can embed up to 64 binary bits within 640-token texts with-
out compromising semantics and coherence. Furthermore,
REMARK-LLM exhibits transferability in watermarking un-
seen data sources and LLM architectures without additional
fine-tuning and showcases resilience against various water-
mark detection and removal attacks.

We recommend future work in exploring the transferabil-
ity of REMARK-LLM towards watermarking more domain-
specific data, such as code snippets and medical data, by incor-
porating additional training objectives. We also recommend
future work to investigate adaptive approaches for verifying
watermarked contents within the documents.
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Appendix

A Visualization Examples

In this section, we include more watermarked examples gen-
erated by REMARK-LLM from different datasets. We first
show the non-wateramrked and watermark text pairs in Ta-
ble 16. Then, we visualize their distributions in the feature
space in Figure 8.

More watermarked examples We include more
REMARK-LLM’s watermarked examples in Table 16, where
all of the watermarks are successfully extracted. From here,
we can see the watermarked texts are fluent and preserve the
semantics of the original texts.

Feature Space Visualization The distribution of the wa-
termarked texts and the original LLM-generated texts at the
feature embedding space is shown in Figure 8. We first obtain
the texts’ embeddings and reduce them to two dimensions
using Principal Component Analysis (PCA) [2]. Those re-
duced dimensions are plotted in Figure 8. From the figure,
we can find the watermarked texts and LLM-generated texts
are close to each other in the feature embedding space. This
ensures the watermarked texts do not alter the meaning of the
original texts. Their distribution patterns are different, which
is the basis for the message decoding module to learn how to
predict message bits from the watermarked texts.

B Experimental Setups

In this section, we first introduce the infrastructure for train-
ing REMARK-LLM. Then, we include REMARK-LLM’s de-
tailed architecture configurations and the REMARK-LLM’s
hyperparameters at both training and inference time.

Hardware Infrastructure Our code is implemented us-
ing PyTorch [42] version 1.9.0 and open-source transformer
models from huggingface [41]. The training and inference of
our watermarking models are performed on NVIDIA RTX
A6000 GPUs with Ubuntu 20.04.5 LTS and AMD Ryzen
Threadripper 3990X 64-Core Processors.

REMARK-LLM Architecture We include REMARK-
LLM architecture details in Table 14. Our T5 model [37] is
initialized using the official pre-trained checkpoints from hug-
gingface [41]. The rest of the submodule models are trained
from scratch. For the transformer-based models, n_head is
the number of heads for attention modules, N is the number
of layers, and d_model is the feedforward dimension.

REMARK-LLM Training Details We add additional
training details and the hyperparameters in Table 15. The
watermark message is encoded vis the L1 loss between the
input and extracted message from the Message Decoding
module. The watermarked texts ensure their semantic similar-
ity by minimizing the cross-entropy between the original texts
and the watermarked distribution from the Message Encoding
module. For the text transformation, we set 33% possibility

SubModule Backbones Input Size Output Size

Message Rm Linear ML 512
Mapping Re Linear TL ED

SubModule Backbones n_head N d_model

Seq2Seq Se T5 Encoder 12 12 768
Seq2Seq Sd T5 Decoder 12 12 768
Extractor E Transformer 8 3 512

Table 14: REMARK-LLM architecture details. ML is short
for Message Length, TL is short for Token Length, ED is
short for Tokenizer Embedding Dimension

for St(T +M) to be Text Replacement Attacks, 33% possibil-
ity to be Text Deletion Attacks, and 34% possibility to be Text
Addition Attacks. The loss curve in Figure 7 is the plot for
training REMARK-LLM on the ChatGPT Abstract Dataset
and inserting different message bits. We can find both the
message recovery loss and the semantic loss converge at the
end of the training.

Figure 7: The loss curve for training REMARK-LLM on the
HC3 dataset at the segment level and inserting 8-bit and 16-bit
messages, respectively. The message recovery loss is LM and
the semantic loss is LS.

Watermark Insertion and Extraction For the optimized
beam search algorithm in the inference time, the detailed hy-
perparameters for watermark insertion are in Table 15. We
choose the texts with the highest watermark extraction accu-
racy to be the watermarked texts for output. For the watermark
extraction, we use the trained Re to map the one-hot token dis-
tribution to the embedding space and extract the watermarks
via the extractor E.

Training-time Settings

Epoch, Batch size 300, 16
ww, wt w1, w2 0.7, 0.3, 1, 1
Maximum Token Size 80
Optimizer, Learning rate AdamW, 3e-5
Gumbel Temperature 0.3
Mask Percentage 50%

Inference-time Settings

Beam Width, Repeat 5, 5
Gumbel Temperature {1, 1, 1.5, 1.5, 2}
Mask Percentage 50%

Table 15: REMARK-LLM Hyperparameters during train-
ing/inference.
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Original Text Watermarked Text

This means that you may not be able to buy or sell stocks or other investments,
pay bills, or make other financial transactions. However, there may be some
limited options for you to handle your finances.

This means that you simply not be able to buy and sell stocks , other investments,
pay bills, or make any significant transactions. However, there might be some
other options available to manage your finances.

LinkedIn is a social networking platform that is primarily used for professional
networking. It is a place where people can create a profile, connect with other
professionals, and share their professional experiences and skills. LinkedIn is
often used by job seekers to find employment opportunities and by employers to
find and recruit qualified candidates for job openings. LinkedIn can also be used
to connect with industry experts.

LinkedIn is a social networking website that is widely used by business network-
ing. It is a place where people can build a profile, connect with other professionals,
and share their professional experiences and knowledge. It is often used by job
seekers to find employment, and by businessman to search and recruit qualified
candidates for job postings. It can also be used to connect with industry profes-
sionals.

Hedge funds are investment funds that use a variety of strategies to try to gen-
erate higher returns for their investors. They are usually started by a group of
investment professionals who have experience in the financial industry and want
to start their own business. To start a hedge fund, the founders typically need to
raise money from investors, such as wealthy individuals or institutional investors
like pension funds.

Hedge funds are investment companies that use a variety of strategies inside
try to generate higher returns on their investors. They are usually started when
a group of investors professionals who have experience in the financial sector
directly want to start own business. To start a hedge fund, the founders typically
need to have money from investors, such as wealthy individuals or companies
investors like pension funds.

WEP, WPA, and WPA2 are different types of security protocols that can be used
to protect a wireless network. Here’s a breakdown of the main advantages and
disadvantages of each: WEP (Wired Equivalent Privacy): Advantages: WEP was
one of the first security protocols.

WEP, WPA and WPA2 are different types of security protocols can be used to
secure wireless network. Here’s a simple of some main differences and disadvan-
tages of each: WEP (Wire Equivalent Privacy): Advantages: WEP was one of
the first security protocols.

In this paper, we investigate the behavior of the Goldstone modes and the Higgs
condensation beyond the one-loop approximation in the context of the Standard
Model of particle physics. We show that, even though the one-loop calculation
provides a reasonable description of the phenomenon in most cases.

In this paper, we discuss the behavior the Goldstone project in the Higgs con-
densation beyond the one-loop approximation in the context of super dynamics
Model of particle physics. We show that, at the one-loop represents a reasonable
explanation of the phenomenon in most cases.

A version of Sonic the Hedgehog was developed by Ancient and released in
1991 for Sega’s 8 @-@ bit consoles, the Master System and Game. Its plot and
gameplay mechanics are similar to the 16 @-@ bit version, with different level
themes and digital assets.

The version of Sonic the Hedgehog was released by Ancient Come in 1991 for
Sega’s 16- (( bit maps, the original Game. The plot and the mechanics alone
similar to the 16– bit console — but different level settings and digital assets.

The artist you are thinking about is Salvador Dal, a prominent Spanish artist
who is best known for his unique style and surrealist paintings. Three of his
most recognized works are: 1. The Persistence of Memory: Also known as "Soft
Watches," this painting was created in 1931. It features melting clocks.

The one you are thinking of is William Dali, a prominent Spanish artist who is
best known for his complex and surreist elements. Three of his most famous
works include: 1. The Pers of Memory: Also known as "Soft Watches" this
painting was created in 1913. It features melting clocks.

Here are four popular social media platforms: 1. Facebook: Facebook is a popular
platform for connecting with friends, family, and other acquaintances. Users can
share updates, photos, and videos, and engage with others through comments,
likes, and shares. 2. Instagram: Instagram is a photo and video-sharing platform
where users can share their stories and daily life.

Here are four common social media platforms: Facebook: Facebook is a popular
platform for connecting with friends, family, and other connecteds. Users can
share updates, tips, and videos, and connect with others through posts, likes,
and shares. Instagram: Instagram is a photo sharing and picture-sharing website
where users can share their stories and everyday life.

A neural network is an artificial intelligence (AI) model inspired by the human
brain and its structure and functionality. It is designed to process information
and make predictions or decisions based on the input data. It consists of multiple
layers of neurons (or nodes), which are connected by weights and biases.

A neural network, an artificial intelligence (AI) system motivated by the human
mind and its complex and function. It is designed to process data and make
decisions or predictions based on input data. It consists of multiple layers of
layers (called nodes), which perform assigned by weights and biases.

Create a question about the consequences of global warming. The question could
be about: - The impact of global warming on individual countries or regions -
The effects of global warming on animal and plant species - The influence of
global warming on human societies and economies - The role of global warming
in exacerbating natural disasters.

Create a question about the consequences of global warming. The following
might include: "- the impact of global warming on different countries or regions
- The effects of global warming on animal and plant populations - The role of
global warming on human health and societies - The role of global warming in
exaggerating natural disasters ".

Table 16: More Watermarked Text Examples from REMARK-LLM. The edited words are highlighted in yellow. The first
six examples are randomly taken from ChatGPT abstract, Human Abstract, HC3, and WikiText-2 datasets. The last three are
randomly taken from Alpaca Datasets instructed LLaMA-2 generated texts.
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Figure 8: The visualization of the Original LLM-generated texts and the Watermarked texts at the feature embedding level. From
left to right, the figures correspond to the examples in Table 7
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