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AI as a design material
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Motivation

Are practitioners, who are building AI technologies, equipped to 
recognize and mitigate the privacy risks introduced by AI?

Introduction SPAF & Method Awareness Motivation Ability Discussion
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Potential barriers for AI practitioners to design for privacy
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gap between principle 
and practice

There remains a substantial “gap between principle 
and practice” in human-centered AI [1]. 

Apple’s Human Interface Guidelines for Machine Learning: 
“protect user privacy at all times” 

Google’s PAIR Guidebook: “consult with privacy and 
security experts at appropriate times”

[1] Shneiderman. Bridging the gap between ethics and practice: guidelines for 
reliable, safe, and trustwor- thy human-centered ai systems (TiiS’20)



Potential barriers for AI practitioners to design for privacy
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Apple’s Human Interface Guidelines for 
Machine Learning Google’s PAIR Guidebook

“all apps must protect user privacy at all times”

“…you should discuss these and others with privacy 
and security experts on your team”



unique privacy harms 
due to capabilities

Potential barriers for AI practitioners to design for privacy
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AI technologies have the potential to pose unique 
privacy harms due to its unique capabilities: 

• Face recognition (e.g., [2]) 
• Deep fake (e.g., [3]) 
• Reconstructing training data (e.g., [4]) 

[2] Hill. The secretive company that might end privacy as we know it (2020) 
[3] Burgess. The Biggest Deepfake Abuse Site Is Grow- ing in Disturbing Ways (2021) 
[4] Webster et al. This person (probably) exists. identity membership attacks against gan generated faces (2021)
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Analyze barriers for AI practitioners to design for privacy
Security and Privacy Acceptance Framework (SPAF)

Das et al. The Security and Privacy Acceptance Framework (SPAF): A 
review of why users accept or reject cybersecurity and privacy best 
practices (2022)

Introduction SPAF & Method Awareness Motivation Ability Discussion
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Das et al. The Security and Privacy Acceptance Framework (SPAF): 
A review of why users accept or reject cybersecurity and privacy 
best practices (2022)



Analyze barriers for AI practitioners to design for privacy
Security and Privacy Acceptance Framework (SPAF)
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Das et al. The Security and Privacy Acceptance Framework (SPAF): 
A review of why users accept or reject cybersecurity and privacy 
best practices (2022)



Analyze barriers for AI practitioners to design for privacy
Security and Privacy Acceptance Framework (SPAF)
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Das et al. The Security and Privacy Acceptance Framework (SPAF): 
A review of why users accept or reject cybersecurity and privacy 
best practices (2022)
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Research Questions

RQ1: How well do AI practitioners' definitions of privacy work reflect 
awareness of AI-exacerbated privacy threats?
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RQ1: How well do AI practitioners' definitions of privacy work reflect 
awareness of AI-exacerbated privacy threats? 
RQ2: What motivates and inhibits privacy work for consumer-facing AI 
products? 
RQ3: What affects practitioners’ ability to do AI privacy work for 
consumer-facing AI products?
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Research Questions



Semi-structured interviews with 35 AI industry practitioners from 25 
different companies with diverse roles (e.g., product manager, engineers, designers, and 
researchers), and work on different consumer-facing AI products (e.g., chatbots, 
recommenders, computer vision) and domains (e.g., healthcare, marketing, media & entertainment) 

All of them have participated in discussions about end-user privacy related to 
the consumer-facing AI products/services that they have helped build. 

How well are practitioners equipped?

Introduction SPAF & Method Awareness Motivation Ability Discussion



Awareness
How do AI practitioners define privacy work?

20

Identification: 
[P8, Tech Lead, ML Dev Tool]: “you should only be able to analyze things in aggregate 
manners, and not be able to do that root cause to a single point that's potentially causing a 
behavior.” 

Secondary use: 
[P3, Software Engineer, Recommendation System]: “we want people’s information that 
they give us to be safe and not used for anything else other than actually recommending 
them clothes.”

Insecurity: 
[P28, Tech Lead, Document Co-pilot Tool]: “any data that they [users] contribute to the 
product, that the lifecycle of that data is protected in some way”



Awareness
👉 Key upshot

Our participants exhibited limited awareness of how the capabilities and 
requirements of AI might affect the privacy threats entailed by a product. 

The structures in place for practitioners to think about privacy for 
products remain generic and non-specific to AI.

Introduction SPAF & Method Awareness Motivation Ability Discussion



Our participants exhibited limited awareness of how the capabilities and 
requirements of AI might affect the privacy threats entailed by a product.
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Awareness
👉 Key upshot

LLMHank Lee’s phone number is

Prefix

123 456 7890 and his email address 
is hopingl@cs.cmu.edu

Output

Jang. Slate (April 2021)Peris et al., Privacy in the Time of Language Models. (WSDM '23)

mailto:hopingl@cs.cmu.edu


Motivation
Motivators and inhibitors for AI privacy work

Motivators for AI privacy work 

• Alignment with business interests 
• Social responsibility 
• Compliance

Inhibitors for AI privacy work 

• Rigid compliance requirements 
• Incentives 
• Power in organizational structures 
• Privacy education 
• Ownership 
• Opportunity costs

Introduction SPAF & Method Awareness Motivation Ability Discussion
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Alignment with business interests: 
[P28, Tech Lead, Document Co-pilot Tool]: “privacy can be a differentiator. And when 
you're doing a startup, especially if you're in a crowded space, you're looking for any way, any 
angle that you have to say that you're different from other things that are out there.”

[P35, Researcher, ML building tools]: “people that tend to come here that are building new 
ML features are aware of bad cases of ML being... inappropriately applied. And no one wants 
to have that happen.”

Social responsibility:

[P31, Designer, AI App Dev Platform]: “[privacy work] are considered compliance... we 
don't do it by choice, like it's always enforced.”

Compliance:

Motivators for AI privacy work



Motivation
Motivators and inhibitors for AI privacy work

Motivators    

• Alignment with business interests 
• Social responsibility 
• Compliance

Inhibitors for AI privacy work 

• Rigid compliance requirements 
• Incentives 
• Power in organizational structures 
• Privacy education 
• Ownership 
• Opportunity costs

Introduction SPAF & Method Awareness Motivation Ability Discussion



Rigid compliance requirements
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[P16, Designer, ML Dev Tool]: “in general product development, and what the 
engineers are doing, it's so standardized, that's not really a conversation, because 
there's nothing to be done about it. It just is the way that it is.”

the product was 
already “compliant”

Opportunity costs: model performance
[P5, Software Engineer, Recommendation System]: “we are getting less and less 
idea about, for example, what an end-user is like, if having a higher standard of privacy.”

[P11, Tech Lead, Recommendation System]: “people are not really incentivized to 
do this correctly. And if they wanted to do things correctly, it becomes extra effort, and 
influences their completed work, fewer results, and as a result they get promoted 
slower than their peers.”

Incentives

Inhibitors for AI privacy work



AI privacy work is driven by meeting non-AI specific compliance 
standards.
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Motivation
👉 Key upshot

Motivators for AI privacy work 

• Alignment with business interests (9/35) 
• Social responsibility (5/35) 
• Compliance (19/35)



Practitioners currently face many more inhibitors than motivators for 
privacy work in developing consumer AI products

Motivation
👉 Key upshot

Motivators for AI privacy work 

• Alignment with business interests 
• Social responsibility 
• Compliance

Inhibitors for AI privacy work 

• Rigid compliance requirements 
• Incentives 
• Power in organizational structures 
• Privacy education 
• Ownership 
• Opportunity costs



Ability
What constitutes AI privacy work?

Privacy value negotiations 
Privacy training 
Design references & compliance consultations 
Developer tools & artifacts

Introduction SPAF & Method Awareness Motivation Ability Discussion



Privacy training
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[P2, Software Engineer, Speech Recognition]: “[trainings have] nothing but a general 
concept… They don’t care if you work for [different types of products]. They just give everyone 
a very high-level idea”

Design references & Compliance consultations 

[P33, UX Researcher, Chatbot]: “some of it is examples of what other teams have done... 
there's like learnings from other groups that we can take advantage of... like, how do other 
teams collect terms of service, or how do other teams do platform agreements?”

[P31, ML Engineer, Chatbot]: “we refer to our legal experts whenever we are confused or 
when we feel we don't know if we're doing the right thing.”



Ability
👉 Key upshot

Practitioners often lack a holistic view of the data pipeline. 
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[P34, Product Director, Job Matching Tool]: “The technology is often really 
sophisticated, and so sometimes the data is leaving your AWS account, sometimes it's not. 
All kinds of AI and policies control, like who can and can't see that data... And so it becomes 
difficult [to] tease out the true risk.”

Practitioners lack guidance but must rely on individual judgment.
[P16, Designer, ML Dev Tool]: “I’m more doing computer vision stuff. It's pretty new, and 
so not a lot of people have the answer... it kind of comes down to making my own [decision], 
and to know what's going to be good, or risk compliance issues.”



Ability
👉 Key upshot

Practitioners often lack a holistic view of the data pipeline. 

Practitioners lack guidance but must rely on individual judgment.
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Practitioners lacked the tools, resources, and support needed 
to approach AI privacy work



Improving practitioners’ awareness of AI-
exacerbated privacy threats

Introduction SPAF & Method Awareness Motivation Ability Discussion

Many practitioners are not aware of the potential risks to privacy because 
the lack of educational materials on AI-specific privacy topics 

AI-specific training campaigns may be effective at raising practitioners’ 
awareness of how AI technologies might privacy threats for a consumer 

product
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Many practitioners are not aware of the potential risks to privacy because 
the lack of educational materials on AI-specific privacy topics 

AI-specific training campaigns may be effective at raising practitioners’ 
awareness of how AI technologies might entail privacy threats for a 
consumer product

Improving practitioners’ awareness of AI-
exacerbated privacy threats
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36https://AIPrivacyTaxonomy.com/



Improving practitioners’ ability to address AI-
exacerbated privacy threats

Practitioners were required to use generic tools and methods
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Privacy concerns and challenges 
unique or exacerbated by AI

Tools and procedures for privacy 
generic and not tailored toward AI

Mismatch



Improving practitioners’ ability to address AI-
exacerbated privacy threats

Practitioners were required to adapt generic tools and methods 

Practitioners need AI-specific privacy design assessment and design 
tools

AI fairness checklist (Madaio et al., 2020) Model card (Mitchell et al., 2019)



👀 Awareness: privacy is viewed as protecting users against pre-defined 
intrusions that could be exacerbated by AI. 

💪 Motivation: practitioners faced more inhibitors than motivators for AI 
privacy work. 

🔧 Ability: tools and resources that practitioners utilized in their privacy work 
were typically non-product and non-AI specific.
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