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LMs Have Been Widely Used in Diverse Domains
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Question Answering Data Augmentation

Medical Assistant Education



Researchers Turn to Utilize ChatGPT for Code-related Analysis
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The red sox will
win the world
series soon.

while(b!=0){
if(a>b){a=1-b;}
else{b=b-a;}

Natural Language

Programming Language
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if(a>b){a=1-b;}
else{b=b-a;}

Natural Language

Programming Language

Prior works show that ChatGPT has the capabilities of processing 
foundational code analysis tasks, such as AST generation.



Software-Vulnerability Management
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 Prior researches focus on several specific tasks rather than the entire lifecycle of vulnerability management.
 vulnerability management include a comprehensive process that consists of complex phases.



Software-Vulnerability Management
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Code Syntax Program Semantics Software Documents

Vulnerability management tasks require a deep and all-encompassing understanding of 
code syntax, program semantics, and related documents.



Software-Vulnerability Management
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Can ChatGPT directly assist software maintainers in diverse tasks during the whole 
vulnerability management process?
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Code Syntax Program Semantics Software Documents



Exploring ChatGPT’s Capabilities on Vulnerability Management

8

RQ1: Does ChatGPT achieve capability on par with the SOTAs?

RQ2: How do prompt engineering methods impact ChatGPT’s performance?

RQ3: What is the promising future direction to improve ChatGPT’s performance 
on each task?



Evaluated Tasks, Baselines and Dataset
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 11 SOTA approaches are derived from the top venues.

 The test dataset used in this paper contains 70,346 samples (19,355,711 tokens).
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Evaluated Tasks, Baselines and Dataset

 11 SOTA approaches are derived from the top venues.

 The test dataset used in this paper contains 70,346 samples (19,355,711 tokens).

analyze ChatGPT’s responses to 
identify the bottlenecks

collect dataset 
provided by the SOTA

evaluate ChatGPT’s performance 
with the same metrics used by each SOTA
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investigate the influence of 
prompt engineering methods



Prompt Templates
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An example of the expertise prompt. After removing the bold 
pink text, the rest represents the general-info prompt.

Name Template
0-shot USER <task description> <input>
1-shot USER <task description> <demonstration example> <input>

few-shot
USER <task description> <demonstration example 1> 
<demonstration example 2> <demonstration example 3> 
<demonstration example 4> <input>

general-info

SYSTEM <role> <task description> <reinforce> 
USER <task description> <task confirmation> 
ASSYSTANT <task confirmation> 
USER <positive feedback> <input> <zero-CoT> <right>

expertise

SYSTEM <role> <task description> <expertise> <reinforce> 
USER <expertise> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>

self-heuristic

SYSTEM  <role> <task description> <reinforce> 
USER <knowledge> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>



Bug Report Summarization
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 ChatGPT can obtain outstanding performance in this task.

The evaluation result on bug report summarization.

summary a given bug report



Bug Report Summarization
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 ChatGPT can obtain outstanding performance in this task.

 User Study: In real-world scenarios, ChatGPT has better correctness and readability.



Bug Report Summarization
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 ChatGPT can obtain outstanding performance in this task.

 In real-world scenarios, ChatGPT has better correctness and readability.

 The results encourage software maintainers to use ChatGPT for bug report summarization and other
vulnerability management tasks related to natural language processing.



Security Bug Report Identification
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The evaluation result on security bug report identification.
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.

 ChatGPT can outperform two baselines.

whether a given bug report is security-related
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The evaluation result on security bug report identification.
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.

 ChatGPT can outperform two baselines.

 ChatGPT cannot obtain capability on par with DKG.
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The evaluation result on security bug report identification.
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.

 ChatGPT can outperform two baselines.

 ChatGPT cannot obtain capability on par with DKG.

 ChatGPT may learn some unrelated information
from the labeled sample.

ChatGPT tends to mistakenly mark reports that contain
unrelated words of the example report as security-related

An example of the 1-shot prompt



Security Bug Report Identification
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 ChatGPT can outperform two baselines.

 ChatGPT cannot obtain capability on par with DKG.

 ChatGPT may learn some unrelated information from
the labeled sample.

when providing demonstration examples, how to
make ChatGPT focus on helpful information rather
than irrelevant content is an interesting question.
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The evaluation result on security bug report identification.
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.

“A security bug report is a bug report describing 
one or more vulnerabilities of a software. 
Besides, bug reports that directly mention 
"memory leak" or "null pointer" problems must 
be seen as security bug reports.”

 ChatGPT can outperform two baselines.

 ChatGPT cannot obtain capability on par with DKG.

 ChatGPT may learn some unrelated information from
the labeled sample.

 ChatGPT has hallucinations in understanding what a
security bug report is.

For instance, ChatGPT “thinks” memory leakage and
null pointer dereference are not security-related.

An example of domain knowledge in expertise prompt



Security Bug Report Identification
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“A security bug report is a bug report describing 
one or more vulnerabilities of a software. 
Besides, bug reports that directly mention 
"memory leak" or "null pointer" problems must 
be seen as security bug reports.”

 ChatGPT can outperform two baselines.

 ChatGPT cannot obtain capability on par with DKG.

 ChatGPT may learn some unrelated information from
the labeled sample.

 ChatGPT has hallucinations in understanding what a
security bug report is.

Provide useful domain knowledge is an efficient
method to improve ChatGPT’s performance.

An example of domain knowledge in expertise prompt



The evaluation result on vulnerability severity evaluation. AV = Attack Vector. AC = Attack Complexity. 
PR = Privileges Required. UI = User Interaction. R = Recall. P = Precision.

Vulnerability Severity Evaluation
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 ChatGPT’s performance is slightly inferior to the SOTA approach.

map a function to the CVSS metrics based on its description



The evaluation result on vulnerability severity evaluation. AV = Attack Vector. AC = Attack Complexity. 
PR = Privileges Required. UI = User Interaction. R = Recall. P = Precision.

Vulnerability Severity Evaluation
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 ChatGPT’s performance is slightly inferior to the SOTA approach.

 Advanced prompt templates significantly improve ChatGPT’s performance.



Vulnerability Severity Evaluation
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 ChatGPT’s performance is slightly inferior to the SOTA approach.

 Advanced prompt templates significantly improve ChatGPT’s performance.

 leveraging ChatGPT in a self-heuristic way to improve its performance for challenging tasks is an interesting future
research direction.

The knowledge summarized by ChatGPT.

the process of extracting knowledge by ChatGPT



Vulnerability Severity Evaluation

24

 ChatGPT’s performance is slightly inferior to the SOTA approach.

 Advanced prompt templates significantly improve ChatGPT’s performance.

 leveraging ChatGPT in a self-heuristic way to improve its performance
for challenging tasks is an interesting future research direction.

The evaluation result on vulnerability severity evaluation. AV = Attack Vector. AC = Attack Complexity. 
PR = Privileges Required. UI = User Interaction. R = Recall. P = Precision.

The knowledge summarized by ChatGPT.



Vulnerability Severity Evaluation

25

 ChatGPT’s performance is slightly inferior to the SOTA approach.

 Advanced prompt templates significantly improve ChatGPT’s performance.

 leveraging ChatGPT in a self-heuristic way to improve its performance
for challenging tasks is an interesting future research direction.

The knowledge summarized by ChatGPT.



Vulnerability Repair
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The evaluation result on vulnerability repair. Gen = Generated. Vld = compilable. Vuln = Vulnerable. 
Fn = Functional. Safe = Not Vulnerable. Fixed = Fixed Vulnerabilities.

 ChatGPT can fix 10/12 vulnerabilities with a high valid repair rate.

fix the vulnerable code snippet



Vulnerability Repair
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 Failed cases: insufficient vulnerability-related context provided

In particular, EF08 involves a shift range error, but the context does not include information about the shift 

variable, leading ChatGPT to “guess” the variable name and thereby failing to generate the correct repair code.

The evaluation result on vulnerability repair for each CVE. The results are presented as ‘# Fn & Safe’/‘# 
Vld’. Orig = Using the original code grafting method designed for LLMset.



Vulnerability Repair
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 Failed cases: insufficient vulnerability-related context provided

To improve ChatGPT’s vulnerability repairing capability in real-world applications, it could be effective to

apply more advanced program slicing methods to provide specific vulnerability-related context.



Patch Correctness Assessment
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 ChatGPT performs comparably to the SOTA approaches.

The evaluation result on patch correctness assessment.

whether a patch correctly fixes a bug



Patch Correctness Assessment
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 ChatGPT performs comparably to the SOTA approaches.

Invalidator and Panther: only contain the code of patches.

Quatrain: only contains the description of patches.

The evaluation result on patch correctness assessment (compared with Quatrain).



Patch Correctness Assessment
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 The code of patches plays an important role in this task.

We manually collect the corresponding code for each patch and provide the code and description simultaneously in the

desc-code prompt.

The evaluation result on patch correctness assessment (compared with Quatrain).



Patch Correctness Assessment
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 The code of patches plays an important role in this task.

We manually collect the corresponding code for each patch and provide both the code and description in the desc-code

prompt.

The evaluation result on patch correctness assessment (compared with Quatrain).



Patch Correctness Assessment
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 The code of patches plays an important role in this task.

 Providing patch descriptions even negatively affects this task.

When the code and description are provided simultaneously, ChatGPT tends to analyze whether the code changes

“match” the description rather than the correctness of the patch.

The evaluation result on patch correctness assessment (compared with Quatrain).



Patch Correctness Assessment
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 The code of patches plays an important role in this task.

 Providing patch descriptions even negatively affects this task.

More information is not always better. Guiding ChatGPT to leverage the information in the prompt in a suitable way

is an interesting research direction.

The evaluation result on patch correctness assessment (compared with Quatrain).



Stable Patch Classification
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 ChatGPT performs slightly worse than the SOTA.

The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.

whether a given patch is a stable patch



The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.

Stable Patch Classification
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 ChatGPT performs slightly worse than the SOTA.

 When using the 0-shot and 1-shot prompts, ChatGPT
tends to report all patches as stable ones.

ChatGPT does not understand what a stable patch is. It
tends to report all patches as stable ones. Thus, the
precision scores are close to 0.5 while recall scores are
close to 1.



The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.

Stable Patch Classification
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 ChatGPT performs slightly worse than the SOTA.

 When using the 0-shot and 1-shot prompts, ChatGPT
tends to report all patches as stable ones.

 Providing the definition of stable patch significantly
improves ChatGPT’s performance.

“fixing a problem that causes a build error, an 
oops, a hang, data corruption, a real security 
issue, or some ‘oh, that’s not good’ issue”



Summary
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 We conduct the first large-scale evaluation to explore the capabilities of ChatGPT on 
vulnerability management.

 We compare ChatGPT with 11 SOTA approaches on 6 vulnerability management tasks by 
using a large-scale dataset.

 Our findings demonstrate that ChatGPT has excellent capabilities when processing several 
vulnerability management tasks. 

 We also reveal the difficulties ChatGPT encountered and shed light on future research to 
explore better ways to leverage ChatGPT in vulnerability management tasks.



Junming Liu
jmliu@zju.edu.cn

Prompt templates & code: https://github.com/Jamrot/ChatGPT-Vulnerability-Management

Exploring ChatGPT's Capabilities on 
Vulnerability Management

Thank you for listening!

mailto:jmliu@zju.edu.cn
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