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Background

• Large-scale data is crucial for DNN 
performance.

• Synthetic images produced by 
generative models can still lead to 
privacy leakage in sensitive 
domains.
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Fig: Left is an image from Stable Diffusion’s 

training set. Right is a Stable Diffusion generation 

when prompted with “Ann Graham Lotz”. [1]

[1] Carlini, Nicolas, et al. "Extracting training data from diffusion models." 32nd USENIX Security Symposium. 2023.



Diffusion Models

• Forward process

• Reverse process

𝑃θ(x
(t−1)|x(t))

𝑞 x t x 0 = N(x t ; 𝛼𝑡𝑥
0 , 1 − 𝛼𝑡 𝐼)

x(0)x(T) x(t−1)x(t)
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𝛼𝑡 : noise scale 



Differential Privacy

• A randomized algorithm 𝑀 is (ϵ, 𝛿)-DP if and only if

Pr 𝑀(𝐷) ∈ 𝑆 ≤ 𝑒ϵ Pr 𝑀(𝐷′) ∈ 𝑆 + 𝛿

where 𝐷 and 𝐷′ are two neighboring datasets.

Randomized 
Algorithm 𝑀Dataset 𝐷

Dataset 𝐷′

Pr 𝑀(𝐷) ∈ 𝑆

Pr 𝑀(𝐷′) ∈ 𝑆
≤ 𝑒ϵ

with failure probability 𝛿
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Existing Approaches

• Based on GANs [DP-GAN’18] [GS-WGAN’20] [G-PATE’21]

• Based on Feature Matching [DP-MERF’21] [DP-MEPF’23]

• Based on Diffusion Models [DPDM’23] [DP-Diffusion’23]

• DM-based methods overlook inherent “privacy features”. 
8
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• White-box adversaries
against DMs

• Given access to the images 
generated by DMs and the 
model parameters of the 
trained DMs.

• Infer the existence of a 
particular image or 
reconstruct a set of images 
belonging to the DMs 
training data, 
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Threat Model



Overview

• How to leverage forward process noise? Existing vs Ours

DP noiseGradients

Gradients Forward Noise & DP noise

Network

Network

DP-SGD-

based

Ours

Update

Update
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dp-promise

• Recall forward process 

𝑥 𝑡 = 𝛼𝑡𝑥
(0) + 1 − 𝛼𝑡𝑧, 𝑧 ∼ 𝑁(0, 𝐼)

• Forward process is differentially private

Original image 
𝑥 0

Noise 𝑧 Noisy image 
𝑥 𝑡
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dp-promise

• Phase I: Non-private Training

• Phase II: Private Training

x(0)x(S−1)x(S)x(T)
……

Phase I Phase II
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Privacy Analysis

• dp-promise asymptotically satisfies 𝜖, 𝛿 𝜖 -DP，where
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Experimental Setup

• Datasets:

• MNIST, Fashion-MNIST, CelebA, and CIFAR-10 

• Metrics:

• Sample quality (FID, IS)

• Downstream utility (Classification accuracy)

• Baselines:

• Feature Matching: DP-MERF, DP-MEPF

• Diffusion Model: DPDM, DP-Diffusion
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Gray-scale Datasets (metrics)
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Gray-scale Datasets (images)



Gray-scale Datasets (privacy-utility trade-off)
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Color Datasets (metrics)
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Higher Resolution & Ablation Studies

21



Outline

• Background & Preliminaries 

• Existing Works

• Our Method

• Experimental Evaluation

• Conclusion

22



Conclusion

• We introduce dp-promise, a new framework for training 
differentially private diffusion models.

• Our method first leverages the noise in the forward process 
to reduce information loss in private training.

• We provide DP theoretical analysis.

• Experimental results show dp-promise's effectiveness under 
practical privacy budgets.
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Thank you for your time!

Contact: wanghch@njust.edu.cn

Code: https://github.com/deabfc/dp-promise
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