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Jailbreak Against LLM
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Automated Testing

• Various LLMs are developed
• OpenAI, Claude, Gemini,…

• Llama2, Llama3,…

• Qwen, Tulu, …

• LLMs can be updated

Automated Testing is needed
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Fuzzing in software testing

• Seed initialization: Collect high-quality seeds for the target program

• Seed selection: Choose potential seeds based on heuristics or algorithms

• Mutation: Mutate the seeds to generate new input seeds

• Execution: Run the target program with the mutated seeds

• Evaluation: Analyze the program's behavior and output
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Design of LLM-Fuzzer

• Seed initialization

• Seed selection

• Mutation

• Inference

• Oracle evaluation 



Collect Initial Seeds
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Seed Selection



Mutation
• Mutation in software testing cannot be applied to LLM fuzzing.

• We propose five mutator:
• Expand: Enlarges the template by adding more context or details.

• Shorten: Shorten the content without losing the critical elements.

• Rephrase: Rephrase the wording while keeping the original intent.

• Generate: Generate a new one with similar style

• Crossover: Combines elements from two different templates to produce a 
new one
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Mutator: Generate
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Mutator: Expand
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Mutator: Shorten
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Oracle Evaluation
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Evaluations
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Conclusion and Future work
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• Conclusion: Our tool is effective in testing the jailbreaks for both open-

source and close-source LLMs. It also implies that current LLMs are 

vulnerable to jailbreaks due to language flexibility and variations.

• Future Work:

• Coverage-guided LLM fuzzer

• Taint analysis-based LLM fuzzer



Thank you!

Jiahao Yu

Code repository: https://github.com/sherdencooper/GPTFuzz

jiahao.yu@northwestern.edu

https://sherdencooper.github.io/

@sherdencooper

@jiahaoyu04
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