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Global AI Regulation Activities
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• Establish standards for AI safety and security
• Protects Americans’ privacy
• Advances equity and civil rights, etc

• Risk-based approach
• Safe, transparent, traceable, 

non-discriminatory and 
environmentally friendly

• DISR gave its interim response to the 
consultation for Safe and Responsible AI

• Adopt a risk-based framework

• The EU Parliament and Council 
reached an agreement on the Act

• The expected year of 
implementation is set to 2026



• Membership Inference Attack (MIA): Pr ℎ ∈ 𝑥train|𝑦

• 𝑦: Victim model’s prediction results or confidence scores

• Method: NN based (Shadow training, prediction confidence scores), 
Likelihood based (LiRA, Likelihood ratio attack, multi shadow models)

Privacy Attacks – Membership Inference Attack
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• Attribute Inference Attack (AIA): 𝐼 𝑠; 𝑦

• 𝑦: Victim model’s intermediate features

• Method: Train an attack model based on features

Privacy Attacks – Attribute Inference Attack
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• Gradient Inversion Attack (GIA): Pr 𝑥|𝑦

• 𝑦: Victim model’s gradients

• Method: Optimization between gradients and reconstructed samples

Privacy Attacks – Gradient Inversion Attack
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• Privacy attack performance varies from model to model, which 
cannot be solely explained by model’s overfitting level.

• Does the design of a model's architecture play a role in its privacy 
weaknesses?

Motivation of Our Work
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• Part I: Conduct a head-to-head comparison of CNNs and transformers
➢Victim CNNs: ResNet-50, ResNet-101

➢Victim Transformers: Swin-T, Swin-S

➢Three privacy attack methods: MIA, AIA, and GIA

➢Fair comparison: Comparable model sizes, over-fitting levels, primary-task accuracy

• Part II: Morph a CNN to a transformer-like network step by step, and 
identify the steps that introduce significant privacy risks

Our Methodology
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• Liu, Zhuang, Hanzi Mao, Chao-Yuan Wu, Christoph 
Feichtenhofer, Trevor Darrell, and Saining Xie. "A 
convnet for the 2020s." CVPR 2022.

Morph ResNet-50 to ConvNeXt-T
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1. Convolution = Cross-correlation

➢Convolution: 𝑓 𝑡 ∗ 𝑔 𝑡 = ∞−׬
+∞

𝑓 𝜏 𝑔 𝑡 − 𝜏 𝑑𝜏

➢Cross-correlation: 𝑓 𝑡 ⋆ 𝑔 𝑡 = ∞−׬
+∞

𝑓 𝜏 𝑔 𝑡 + 𝜏 𝑑𝜏

➢np.convolve([1, 3, 1, 2, 3, 3, 5, 1, 3], [1, 0, 2])           ➔ [1,  3,  3,  8,  5,  7, 11,  7, 13,  2,  6]

➢np.correlate([1, 3, 1, 2, 3, 3, 5, 1, 3], [2, 0, 1], 'full’) ➔ [1,  3,  3,  8,  5,  7, 11,  7, 13,  2,  6]

2. Residual connections to mitigate gradient vanishing

3. 1x1 convolution blocks for dimension reduction or restoration

Three Key Features of ResNets/CNNs
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“Attention” in transformers

“Skip connections” in transformers

“Matrices WQ, WK, WO” in transformers



• Datasets: CIFAR10, CIFAR100, ImageNet1K, CelebA

• Attack Models: MLP models for MIA and AIA. For GIA, we optimize input and 
generate gradients to reconstruct the underlying data.

• Metrics for privacy attacks:  
➢MIA: Attack accuracy, Area under the ROC curve (AUC), etc.

➢AIA: Attack accuracy, macro-F1 score, etc.

➢GIA: Mean squared error (MSE), Peak signal-to-noise ratio (PSNR), Learned perceptual 
image patch similarity (LPIPS), Structural similarity index measure (SSIM), etc.

Experimental Settings
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• Utility metric for primary classification task: Task Accuracy

• Over-fitting level metric for primary classification task: The accuracy 
difference between the training and testing of a victim model.

• We conducted ~1.5k experiments/training instances with ~1.2k training hours

Experimental Settings
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• Transformers exhibit higher vulnerabilities to these privacy attacks than 
CNNs.

• Primary causes: Fewer activation layers, the “Patchify” method in the stem 
layers, and layer-normalization layers make transformers more susceptible to 
privacy attacks than CNNs.

Main Findings
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GIA on 14 Intermediate Models from ResNet-50 to ConvNeXt-T (CIFAR10)
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Efficacy of the GIAUtility of the model



GIA on 14 Intermediate Models from ResNet-50 to ConvNeXt-T (CIFAR10)
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Efficacy of the GIAUtility of the model



• Fewer activation layers allow transformers to preserve more information 
learned from the training data (non-linear function, hard to reverse-engineer)

• The “Patchify” method in the stem layers is a non-overlapping convolution 
process (stride=filter width) that can easily learn information from input data, 
improving the adversary’s attack performance LN layers

• Parameters in the LN layers increase the risk of overfitting in the model, 
potentially exposing sensitive information during privacy attacks

Intuitions

How Does a Deep Learning Model Architecture Impact Its Privacy? | Ming Ding | Data61, CSIRO17

Goel, Surbhi, Adam Klivans, and Raghu 
Meka. "Learning one convolutional layer 
with overlapping patches." ICML 2018.

Xu, Jingjing, Xu Sun, Zhiyuan Zhang, Guangxiang Zhao, and Junyang 
Lin. "Understanding and improving layer normalization." NIPS 2019.



• We discover that Transformers tend to be more vulnerable to 
privacy attacks than CNNs. 

• We found several primary causes in the transformer model designs 
that lead to the privacy degradation. 

• Privacy protection measures: Insert more activation layers and 
introduce additional noise to the “privacy-leakage” layers.

Conclusion
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Appendix
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Results of MIA
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Transform is more 
vulnerable than 
CNN when facing 
privacy attacks



Results of AIA
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Transform is more 
vulnerable than 
CNN when facing 
privacy attacks



Results of GIA
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Transform is more 
vulnerable than 
CNN when facing 
privacy attacks



Attack Performance GIA Based on Partial Gradients
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GIA on 14 Intermediate Models from ResNet-50 to ConvNeXt-T
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Ablation Studies for MIA and AIA
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