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Multi-modal Models Are All the Rage

ImageBind: a new way
to ‘link’ Al across the
senses

Introducing ImageBind, the first Al model capable of binding data from =

six modalities at once, without the need for explicit supervision. By Heat map

recognizing the relationships between these modalities — images and
video, audio, text, depth, thermal and inertial measurement units (IMUs)
— this breakthrough helps advance Al by enabling machines to better
analyze many different forms of information, together.

Explore the demo to see ImageBind's capabilities across image, audio j
)

and text modalities.
Audio IMU
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Word Embeddings
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Multi-modal Embeddings

Modality-agnostic
vector representations
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Multi-modal encoders




Alignment
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"Dog”
ey concept: alignment

- Key pt: alig

| Semantically similar inputs are

“Barking” encoded into similar vectors

Note: not to be confused with “safety alignment”
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Embedding space _
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Multi-Modal Pipeline

BindDiffusion

Encode
————

ImageBind

“The image shows a

fluffy white Golden ~ PandaGPT
Retriever puppy on a
Loommooos 1 mossy rock.”

Embedding

Any task on any input modality

Even modalities the task was NOT trained on.




Adversarial Alignment
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What if adversary
perturbs an input
to align it with an
unrelated target?




Multi-Modal Adversarial lllusions

Clean mput Alignment Target

Hm(x + 5) ~ Hm(Yt)

Encoder for the perturbatlom Encoder for the
input modality target modality

We call these multi-modal adversarial illusions




Turning Wolves Into Sheep

Works for all downstream tasks

Cross-modal Downstream Tasks
. Generate Zero-shot  Can you describe
lmage Audio image (on ImageNet)  this sound?

_ " The sound
White WOIf, LIS a dog
arctic wolf barking.

Align in
embedding

" The sound
Ram, tup of a sheep
(sheep) bleating.

Text (not one of the input modalities)




Multi-Modal Adversarial lllusions

Aren’t these just adversarial examples?

Different target — embedding alignment!
Task agnostic

( For example, use text to
Cross-modal attack image-only models Defenses??

Adversarial alignment >>> organic alignment 'J




Multi-Modal Adversarial lllusions




Schadenfreude
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A manin
prison cell
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Align in
embedding
space

Downstream Tasks

Can you describe this image? Generate image

The image features a
man wearing a suit and
tie, standing in a group of
people. He 1s the only one
wearing a suit.

( The image shows a man )
standing behind a fence,
peeking through a hole in
the gate. He is wearing a
white shirt and black
pants.

.




Symphony of Woofs

As alignment increases, the “meaning” of the
input get closer to the adversary’s target.

Cosine Similarity between audio and text embeddings Adversarial Illusions

I Aclassical 1
concert

Audio:
Dog barking
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Adversary does not operate
Wlth image modality.




Surveillance

Downstream Tasks

Thermal data

Can you describe this image?

Unmodified input

113

( The image shows a person walking\
in front of a large truck, which is
parked on the side of the road. The
person is walking towards the truck,
and the truck is parked in a parking

Target Input \ space. )
A person with Align in
potential danger embedding ettt
or hazardous space , _ “ The image shows a person Standing%

a line with luggage, which is illegal.
The person is likely involved in an
illegal activity, such as smuggling or
transporting illegal goods, and the
presence of luggage suggests that they
are attempting to conceal their actions

objects 5

Aligned with target text @01’" authorities. ]




Adversary’s Capabilities

White-box (full access to the target model)

Black-box

* Transfer (access to surrogate models only)

* Query-based (can query the target model with limited queries)

* Hybrid (Transfer + Query-based)




Crafting Cross-Modal lllusions

White-box Attack

( )

Computation using target
* White-box: iteratively update models white-box access Y
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* Query-based: iteratively update X+ 6 g
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Query-based Attack ~ Attack
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White-Box Results

* 99% success against zero-shot classification (images, thermal
images, audio) and audio retrieval

* 68% success against classification of generated text

* 64% Top-1 success and 92% Top-5 success against
classification of generated images

If downstream models were better,
attack would be more successful
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Transfer Results

AudioCLIP:
adversarial alignment=0.2857

A

\
Transfer | Centipede |
]

|
ImageBind:

adversarial alignment=0.6784

Our illusions successfully fool all victim models with 97.5% success rate.




Black-box Results

* 98% success rates against black-box ImageBind and AudioCLIP
with 18,942 and 4,112 queries (on average)

* 38% Top-1 success and 58% Top-5 success against
classification of generated images with 100,000 queries

. Commercial,
Amazon’s Titan Embedding ES: &= proprietary, black-box

embedding

* 30% success against zero-shot classification with 20,919 queries
* Hybrid attack: 42% success with 18,019 queries
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Certified Robustness

\

Force alignment
between all
inputs within
small distance

These images have the
same distance from the
original...

SI/\ou(d “Vobust” embeddmg &

‘ ou '- ane




Takeaways

* Multi-modal embeddings are highly vulnerable to cross-
modal adversarial illusions

* Embedding attacks are task-agnostic: adversary need not
know the task or even which modalities the task accepts
* Text, images, audio, thermal images...

* Attacks on retrieval, zero-shot classification, generation

 What did we learn from 10 years of research and 10 million
papers on adversarial robustness?
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“The Treachery of Images”
by René Magritte
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