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Background - Adversarial Examples
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• Deep Neural Networks were shown to be extremely vulnerable to 

small crafted perturbations to their inputs

• These examples are called adversarial examples 



Background - Adversarial Training
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• Adversarial Training is one of the most 

effective methods to enhance a model’s 

robustness

• The basic idea – models are trained with 

the adv. examples alongside original data

• Adversarial  examples are assigned the 

same label as the original class



Problem – The Natural-Robust Tradeoff
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Robustness
Natural

Accuracy

- Tsipras et al. argued that 

robustness may be at odds 

with natural accuracy, and 

usually trade-off is inherent



Research Question
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In Adversarial Training, How 

Can One Avoid Significant 

Natural Accuracy 

Degradation While Still 

Achieving Significant 

Robustness?



Motivation
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We argue that this tradeoff indeed 

usually happens when adv. examples 

are assigned to the same class as the 

natural ones

What will happen if we 

completely separate the 

adversarial and original 

classes?



Motivation
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We argue that this tradeoff indeed 

usually happens when adv. examples 

are assigned to the same class as the 

natural ones

What will happen if we 

completely separate the 

adversarial and original 

classes?



Our Approach
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Double Boundary 

Adversarial Training (DBAT)



DBAT – High Level Overview

9

1. Given a training set 𝑆 = 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑛  with 𝐶 classes 𝑌 = {0,1, … , 𝐶 − 1}

2. we define a new class space 𝑌𝐵𝐷𝐴𝑇 = 1, 2, … , 𝐶 − 1, 𝐶, 𝐶 + 1, … , 2𝐶 − 1  

3. During the adversarial training process, our goal is to learn additional classes, one 

for each in the original class set:

• For each natural example 𝑥𝑖 , 𝑦𝑖 , we generate an adversarial example 

and the corresponding adversarial class 𝑥𝑖
′, 𝑦𝑖 + 𝐶  using Targeted-PGD



Our Approach – DBAT Algorithm
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Generate Adversarial 
examples with targeted 
PGD

Save the adversarial 
example with its specific 
adversarial class label



DBAT – Inference
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• At inference time, the model will output a probability vector 𝑣 of size |𝑣|=2⋅𝐶

• The dataset originally has only C classes

• The final class prediction is taken as the class with the maximum probability 

• If this class is one of the adversarial classes, we return its natural counterpart



Illustrating DBAT’s Decision 
Boundaries
using a Synthetic Dataset
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Results
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visualizing DBAT 

using 2D T-SNE on 

CIFAR-10



Results
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CIFAR-100

CIFAR-10

SVHN

Feature adversaries CIFAR-10

• White-box PGD

• AutoAttack

• Feature 

Adversaries



Results  
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Natural Corruptions:

1. CIFAR100C:

- Avg. improvement 10.82%

- Max improvement 25.75%

2. CIFAR-10C: 

- Avg. improvement of 7.96%

- Max improvement 35.19%

CIFAR-100C

CIFAR-10C

– Statistics compared to the second best approach



Results
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Robustness to unforeseen 
adversaries: 

• 𝑙1-PGD (up to 20% +)

• 𝑙2-PGD (up to 14% +)

• 𝑙2-DeepFool (up to 10% +)

• 𝑙∞-DeepFool (up 16% +)

• 𝐶𝑊∞ (slightly lower)



Results – Clean vs. Robust 
Tradeoff
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TRADES was not 

able to match 

DBAT's clean 

accuracy without 

losing robust 

accuracy almost 

entirely



Discussion
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