
This paper is included in the Proceedings of the 
18th USENIX WOOT Conference on Offensive Technologies.

August 12–13, 2024 • Philadelphia, PA, USA
ISBN 978-1-939133-43-4

Open access to the 
Proceedings of the 18th USENIX WOOT 
Conference on Offensive Technologies 

is sponsored by USENIX.

Oh No, My RAN! Breaking Into an O-RAN 
5G Indoor Base Station

Leon Janzen, Lucas Becker, Colin Wiesenäcker, 
and Matthias Hollick, Technical University of Darmstadt (TUDa)

https://www.usenix.org/conference/woot24/presentation/janzen



Oh No, My RAN! Breaking Into an O-RAN 5G Indoor Base Station

Leon Janzen , Lucas Becker , Colin Wiesenäcker, Matthias Hollick
Technical University of Darmstadt (TUDa)

{ljanzen, lbecker, cwiesenaecker, mhollick}@seemoo.de

Abstract
Indoor base stations are expected to play a crucial role in 5G
and beyond, as they are required to provide millimeter wave
connectivity in buildings. However, they are a prime target
for attacks, as they are difficult to secure against physical ac-
cess attacks and highly connected within the RAN, especially
for Open Radio Access Network (O-RAN) indoor base sta-
tions. In this work, we develop and introduce a threat model
for indoor base stations. We conduct a security analysis of a
proprietary O-RAN Radio Unit and present four novel vul-
nerabilities. Further, we analyze the Radio Unit regarding its
hardware, software, and services, highlighting deviations from
the O-RAN standards. The vulnerabilities we discover lead
to remote code execution on the Radio Unit, highlighting se-
curity issues arising from the novel attack surface introduced
by indoor base stations.

1 Introduction

Two trends in the fifth-generation technology standard for
cellular networks (5G) make indoor base stations (BSs) a
prime target for attacks, especially in the Open Radio Access
Network (O-RAN): (1) Achieving physical access control for
indoor BSs is hard, if not infeasible, and (2) indoor BSs are
highly connected within the O-RAN.

While mobile network operators (MNOs) have thoroughly
designed policies regulating the security of outdoor BSs, phys-
ical access control is impractical for indoor BSs. Unlike out-
door BSs, typically secured with fences, security cameras,
and stringent physical access control measures [14], indoor
BSs are often deployed on walls or ceilings, similar to enter-
prise Wi-Fi routers [40]. As a result, only some of the outdoor
BS policies apply to indoor BSs. This lack of access con-
trol exposes indoor BSs to potential physical port access by
attackers, significantly expanding the attack surface of the
Radio Access Network (RAN) and the cellular network. The
aspect of cellular network security has received limited atten-
tion in the research community so far, which motivates us to
introduce a threat model for indoor BSs.

O-RAN BSs are highly connected using various interfaces
to communicate with other cellular network componens. In
O-RAN, the BS is disaggregated into several components
[52], leaving only the Radio Unit (RU) deployed at the cell
site (Figure 1). Within the O-RAN ecosystem, the RU di-
rectly interfaces a Distributed Unit (DU) and the Service
Management Orchestration Framework (SMO) featuring one
of the RAN Intelligent Controllers (RICs) [52]. The O-RAN
Alliance has released specifications for the Open Fronthaul
Interface surrounding the RU [46, 47]. In this work, we con-
duct a security analysis of a proprietary O-RAN RU to
evaluate how vendors implement the specifications in the real
world.

Physical access to indoor BS makes adjacent attacks on
the RAN feasible, drawing attention to the security of RAN
hardware. We deem this novel attack surface one of the major
security challenges for RAN vendors and MNOs. To highlight
this issue, we present four vulnerabilities we discovered
on a proprietary O-RAN RU, two exploitable to achieve
Remote Code Execution (RCE). In summary, our key contrib-
utions are as follows:

• We develop a threat model for indoor BSs (Section 3).

• We conduct a security analysis of a real-world O-RAN
RU, highlighting deviations from the Open Fronthaul
standards (Section 4).

• We present four vulnerabilities we discovered on a pro-
prietary O-RAN RU (Section 5), which we classify as
high or critical.

• We discuss our findings in the context of research trends
for future cellular networks, including mitigation of the
found exploits (Section 6).

We responsibly disclosed all identified issues to Airspan
Networks Inc. and are in the process of requesting Common
Vulnerabilities and Exposures (CVE) entries for our findings.
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Figure 1: In conventional cellular networks, users connect to indoor or outdoor Next Generation NodeBs (gNBs) that directly
connect to the core network (CN), from where traffic is forwarded to the Internet. The Open Radio Access Network (O-RAN)
disaggregates the gNB into Radio Unit (RU), Distributed Unit (DU), and Central Unit (CU) with an additional Service Manage-
ment Orchestration Framework (SMO). DU, CU, and SMO are typically virtualized and deployed remotely.

2 Background and Related Work

This section introduces relevant concepts and terminology
of 5G networks (Section 2.1), the Open Radio Access Net-
work (O-RAN) (Section 2.2), and indoor base stations (BSs)
(Section 2.3) before summarizing related work (Section 2.4).

2.1 5G Cellular Networks
As depicted in Figure 1, in conventional Radio Access Net-
works (RANs), the user equipment (UE) connects to a Next
Generation NodeB (gNB) that handles all layers of the 3rd
Generation Partnership Project (3GPP) stack [2] from the
physical layer (PHY) to the Radio Resource Control (RRC)
and Service Data Adaptation Protocol (SDAP) and sends
user traffic to the core network (CN) [3]. The CN is the cen-
tral point of the cellular network, providing numerous core
network functions (NFs), e.g., user authentication, session
management, access- and mobility management, and policy
control [5]. When users access the Internet via 5G, the CN
converts user plane (U-Plane) traffic from the 3GPP stack to
the Internet Protocol (IP) stack and forwards it to the Internet.

2.2 O-RAN and Open Fronthaul
The O-RAN-specific parts of the cellular network are high-
lighted in blue in Figure 1. One of the innovative ideas of the
O-RAN is that the gNB is disaggregated into three compo-
nents [41], as depicted in Figure 2: The Radio Unit (RU)
handles the radio frequency (RF) connectivity and lower
PHY [4] before sending user traffic via the Open Fronthaul
interface [46, 47] to the Distributed Unit (DU) [41]. The DU
handles the remaining upper PHY, the medium access con-
trol (MAC) layer, and the Radio Link Control (RLC) layer.
Finally, the Central Unit (CU) handles the Packet Data Con-
vergence Protocol (PDCP) and RRC layers before forwarding
the traffic to the CN [41, 52]. In contrast to the RU, which is
deployed physically at the cell site, DU and CU are typically

virtualized [10]. The CN, CUs, DUs, and RUs often build a
tree topology where multiple RUs connect to one DU, mul-
tiple DUs connect to one CU, and multiple CUs connect to
the CN [41,52]. The O-RAN Alliance uses the data modeling
language Yet Another Next Generation (YANG) to model
Network Configuration Protocol (NETCONF) configuration
and state data of O-RAN components and interfaces. Thus,
NETCONF and YANG models facilitate standardization and
interoperability between O-RAN vendors.

The Open Fronthaul interface is one of the numerous
interfaces in O-RAN, connecting RU and DU. While con-
trol and user plane (CU-Plane) traffic is sent via enhanced
Common Public Radio Interface (eCPRI), synchronization
plane (S-Plane) traffic is sent via Precision Time Protocol
(PTP) [46]. Management plane (M-Plane) traffic is sent via
NETCONF [21, 47].

The above description suits the O-RAN Split 7.2x [52],
where the RU/DU split is within the PHY. Other popular
O-RAN splits are Split 6 below the MAC layer [1], also
referred to as network functional application platform in-
terface (nFAPI) [56] and preferred by the Small Cell Fo-
rum (SCF) [57] or Split 8 above the analog-to-digital and
digital-to-analog converter (ADC/DAC) [2].

2.3 Indoor Base Stations

Indoor BSs are expected to play a crucial role in 5G and be-
yond to utilize the extremely high frequency (EHF) band for
millimeter waves (mmWave) communications [2, 62]. Ven-
dors of indoor BSs include Airspan Networks Inc. (Airspan),
Nokia Corporation (Nokia), Telefonaktiebolaget LM Eric-
sson (Ericsson), and Hon Hai Precision Industry Co., Ltd.
(Foxconn). This paper focuses on the Airspan AirVelocity
2700 (AV2700) because it is intended for indoor deployments,
supports mmWave communications, and is compatible with
O-RAN Split 7.2x [7].
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Figure 2: Open Radio Access Network (O-RAN) disaggre-
gation of a Next Generation NodeB (gNB) into a Central
Unit (CU), Distributed Unit (DU), and Radio Unit (RU). This
figure depicts O-RAN Split 7.2x, where the control and user
plane (CU-Plane) of the Open Fronthaul is split within the
physical layer (PHY). The F1 interface connects DU and CU.
This figure is adapted in parts from [52].

2.4 Related Work

We summarize general O-RAN-security-related publications
(Section 2.4.1), address existing work related to the Open
Fronthaul and RU security (Section 2.4.2), and distinguish our
work from the aforementioned publications (Section 2.4.3).

2.4.1 O-RAN Security

Liyanage et al. [36] analyze security risks and challenges
within the O-RAN ecosystem by classifying security-related
risks. They offer a detailed overview of various threat cat-
egories, including descriptions and evaluations of their ap-
plicability to the O-RAN ecosystem. They discuss potential
security solutions derived from Cloud Radio Access Net-
work (C-RAN) and delve into design errors while explor-
ing their consequences and available mitigation options for
O-RAN. Klement et al. [33] investigate the O-RAN environ-
ment, evaluating the security status of its deployed compo-
nents and proposing measures to ensure their secure opera-
tion. They identify critical stakeholders in the O-RAN context
and list best practices to enhance O-RAN security. Groen et
al. [30] investigate the security aspects of O-RAN systems,
adopting a holistic approach, including the O-RAN interfaces
and the overall platform. They identify potential threats and
offer solutions to address security issues in these areas.

Without a specific focus on the O-RAN architecture, Fa-
rooqui et al. [23] present a threat model for 5G-based systems,
defining a layered architecture and mapping threats to the re-
spective applicable layers. Sattar et al. [54] model the threats
arising from small cells in Long-Term Evolution (LTE) net-
works. They define trust boundaries including physical secu-
rity as one aspect.

2.4.2 Open Fronthaul and Radio Unit Security

Abdalla et al. [6] delve into the standardization efforts of the
O-RAN Alliance, focusing on network threats with a specific
emphasis on the Open Fronthaul. They identify end-to-end
security threats affecting the interface and recommend coun-
termeasures and best practices against the identified threats.
They detail an attack scenario involving unauthorized access
to the physical layer of the Open Fronthaul by compromising
the physical connection between the DU and the RU. Liao
et al. [35] developed a Denial-of-Service (DoS) attack tool
for the Open Fronthaul control plane (C-Plane) by generating
C-Plane packets that initiate DoS attacks. Dik et al. [16, 17]
contribute two consecutive works on the security of the Open
Fronthaul. In their first work [16], the researchers examine
the transport security of the Open Fronthaul by investigating
threats that can impact the interface. They survey the data
types transported over the different data planes and derive
necessary security measures. In their second work [17], Dik
et al. conduct a more in-depth analysis of the transport net-
work security in the Open Fronthaul. They discuss threats and
vulnerabilities of the interface and their network impact. They
provide a threat protection solution in MACsec as a layer
two security mechanism implemented on field-programmable
gate arrays (FPGAs) to secure the Open Fronthaul.

2.4.3 Distinction from Related Work

The publications presented in this section are relevant to our
work as they introduce overarching challenges, threats, and
vulnerabilities associated with O-RAN, showing the larger
attack surface of the ecosystem and shedding light on various
approaches attackers can take when attacking the O-RAN
components and interfaces. The presented papers all take a
theoretical approach to analyzing O-RAN security. In con-
trast, our work focuses on the security of a single O-RAN
component, i.e., the RU. We investigate the AV2700 as an
example of a proprietary RU and present real-world vul-
nerabilities and security issues of the AV2700.

3 Threat Model

In contrast to wireless access points [37, 59, 65], RUs pose
an especially interesting attack surface with their multiple
interfaces to other RAN components. Our threat model is con-
sistent with existing publications [6, 23, 31, 36, 42, 45, 54, 55]
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and applicable standards [22,43] tailored towards indoor BSs.
It aligns with existing threat models of indoor BSs in conven-
tional RANs, including femtocells [28], for all non-O-RAN
aspects. This section defines our system model (Section 3.1)
and discusses an adversary’s motivation (Section 3.2) and
their assumed capabilities (Section 3.3).

3.1 System Model
Figure 1 depicts our system model. We assume an O-RAN in-
frastructure with one or more RUs deployed indoors. The RUs
connect to a corresponding DU via Ethernet to handle control,
user, synchronization, and management plane (CUSM-Plane)
communication. The RU also connects to the Service Man-
agement Orchestration Framework (SMO), where one of the
RAN Intelligent Controllers (RICs) is deployed [42, 43].

In contrast to physically protected outdoor cell towers [14],
RUs are installed akin to prevalent enterprise Wi-Fi routers,
implying that they are accessible from within the build-
ing [15]. We consider an RU affixed to a wall. The RU might
be located within or without the reach of an adversary. The
RU might be secured with anti-theft protection means, e.g.,
a Kensington lock. Surveillance measures might be imple-
mented to mitigate undiscovered interactions with the RU.
The network infrastructure might be configured so an adver-
sary can achieve Ethernet access from an adjacent Ethernet
port connected to the RU. Depending on these deployment
options, the adversary can gain different capabilities (Sec-
tion 3.3). Possible scenarios enabling such access include
installations in shared or multi-tenant buildings, e.g., office
complexes, shopping centers, or universities.

3.2 Adversary Motivation
The adversary we consider aims to attack the 5G network,
using the O-RAN RU for their initial foothold. Note that the
cellular network is classified as a critical infrastructure [24]
and, hence, is particularly interesting to adversaries. In the
context of this work, the adversary aims to gain complete
control of an RU to facilitate further attacks.

While any attacks beyond controlling the RU are outside
this work’s scope, the adversary’s next steps might include
local operation or lateral movement: (1) On the RU, the adver-
sary might manipulate in-transit traffic by recording, manip-
ulating, or redirecting, potentially targeting UEs [12, 34, 51].
Additionally, the adversary might extract sensitive configura-
tion data. (2) The adversary might prepare attacks for lateral
movement in the O-RAN by escalating attacks from the con-
trolled RU to the DU [6] or SMO [58, 60].

3.3 Adversary Capabilities
We consider an adversary targeting the RAN by abusing physi-
cal access to an indoor RU, directly achieving physical access,

Table 1: Summary of the adversary’s potential actions achiev-
able with capabilities C1 - C4. Checkmarks imply that the
adversary is capable of the potential action and crosses imply
that the adversary is not.

Potential Action C1 C2 C3 C4
Accees to the RU’s Ethernet ports ✓ ✓ ✓ ✓

Access to the RU’s power socket ✗ ✓ ✓ ✓

Access to the RU’s debug ports ✗ ✓ ✓ ✓

Evaluation in own environment ✗ ✗ ✓ ✓

Redeployment of a modified RU ✗ ✗ ✗ ✓

or connecting to an adjacent Ethernet port connected to the
RU’s Open Fronthaul interfaces. In doing so, our assumed
adversary achieves a subset of the following four capabilities
summarized in Table 1:

Ethernet Access With access to the RU via Ethernet (C1),
the adversary can communicate with the RU’s Open Fronthaul
interface (Figure 3). This access enables the adversary to
take the logical position of another RAN component, e.g., the
DU or SMO, to target exposed services on the RU and any
attack surface provided by the Open Fronthaul interface. By
exploiting vulnerabilities in this attack surface, they attempt
to obtain control over the RU. The adversary can achieve C1
with access to an adjacent Ethernet port connected to the RU,
regardless of surveillance and anti-theft protection means in
place.

Full Interface Access Access to all of the RU’s interfaces
(C2) grants the adversary all of C1 and access to the RU’s
power socket and, potentially, to debug ports. With the power
socket, the adversary can shut down and restart the RU, e.g.,
for trivial DoS attacks and to activate the RU’s start-up proce-
dure. Additionally, the adversary can inspect the RU’s High-
Definition Multimedia Interface (HDMI) debug port, poten-
tially facilitating gaining control of the RU. Capability C2
requires physical access to the RU, the feasibility of which
depends on surveillance and access control means in place.

RU Theft If the adversary can remove the RU (C3), they
can conduct further attacks in a prepared environment. This
enables the adversary, on top of C1 and C2, to perform more
intrusive operations that require disassembly. If no hardware
security features exist, they can use this access to extract
secrets from the device. In addition, they can inspect and
modify the firmware running on the device. After probing
the RU, e.g., to extract non-default secrets and potentially
tamper with the software and hardware of the device, the
adversary can use the findings to attack other RUs. Capability
C3 requires direct physical access to the RU and an unguarded
deployment.
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Figure 3: The AV2700’s interfaces feature a power socket, an
HDMI debug port, and two Open Fronthaul interfaces (Small
Form-factor Pluggable+ (SFP+) and RJ45; blue) that connect
to the Distributed Unit (DU) and Service Management Or-
chestration Framework (SMO).

RU Redeployment Redeploying the RU (C4) grants the ad-
versary all of C1 - C3 and the option to set up a manipulated
RU into the O-RAN. After probing, modifying, and possibly
gaining control over the removed RU, the adversary can re-
deploy the device to its designated spot. Taking the position
of the RU enables interaction with the other components in
the RAN and lays the basis for further attacks. Capability C4
requires physical access to the RU and a deployment envi-
ronment that is unguarded and unsecured over an extended
period.

4 Analysis

The AV2700’s hardware and software structure is not publicly
disclosed, so we decided to learn as much as possible about
its inner workings to understand its attack surface. We con-
nected a computer to the AV2700 (Section 4.1) to understand
the network interfaces, remotely connected to the AV2700 to
explore the file system, and reverse-engineered firmware parts.
We report insights into the AV2700’s hardware and software
structure (Section 4.2) and its exposed services (Section 4.3).

4.1 Setup

Our hardware setup comprises two components interconnec-
ted via an Ethernet cable: A commercial off-the-shelf (COTS)
computer and an AV2700. We utilize the computer to com-
municate with the AV2700, investigate the device, and cap-
ture network traffic for analysis. The AV2700 connects to
the computer via Ethernet. In this connection, we observed
unencrypted traffic between the AV2700 and the PC for differ-
ent reasons: (1) During start-up, the RU initiates a call-home
procedure to the DU, and (2) some services running on the
RU’s host system are not directly related to O-RAN. In nor-
mal operation, RU and DU communicate over an encrypted
channel. Apart from the AV2700, our setup solely comprises
COTS hardware, highlighting that only minimal resources are
necessary to replicate our findings.

4.2 Hardware and Software Structure

The AV2700 hardware (Figure 3) is based on the Mercury+
XU8 System-on-Chip (SoC) [20] containing a Xilinx Zynq
UltraScale+, which includes an FPGA [64], an ARM Cortex
A53 [8] and an ARM Cortex R5F [9].

We investigated the AV2700 with firmware 19.6.3 of
System Release 1.6.37. The operating system (OS) on the
AV2700 is an embedded Linux solution built and deployed us-
ing PetaLinux 2019.1. PetaLinux is an embedded software
development kit (SDK) for Xilinx FPGA-based SoC designs
that includes auxiliary functions for building Linux solutions
for embedded systems [63]. Further, BusyBox v.1.29.2, a
Unix software suite for embedded systems and mobile de-
vices [11], provides Unix functionality on the AV2700.

Besides a power socket, the AV2700 has three physical in-
terfaces (Figure 3), two connecting to other RAN components,
while we assume the third to be a physical debug interface:

SFP+ port The first physical port is an SFP+ Ethernet
port, providing high-speed connectivity, which is ideal for
the Open Fronthaul control, user, and synchronization plane
(CUS-Plane). It requires an SFP+ module and connector.

RJ45 port The second physical interface is an RJ45 Ether-
net port, allowing communication to the AV2700.

Debug port The third physical interface is an HDMI port,
which we suspect to be an HDMI-muxed debug port similar
to [50] and compatible with HDMI-muxed debug cables [49].

4.3 Services

Figure 4 outlines the service architecture deployed on the
AV2700. Seven ports are open, out of which four are unau-
thenticated. The most notable components are:
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Table 2: Summary of our findings. The impact of F1 - F4 is a combination of reconfiguration (Reconf.), Denial-of-Service (DoS),
and Remote Code Execution (RCE). The CVSS scores refer to the Common Vulnerability Scoring System (CVSS) version 4.

Finding Impact CVSS1 Affected Services Mitigation
F1 Exposed TCF Agent RCE 9.3 tcf-agent Remove before deployment
F2 Missing Access Control DoS, Reconf. 8.4 clish_agentd, mosquitto Implement authentication
F3 Memory Corruption DoS/RCE 8.3 All management daemons Secure coding best practices, bound checking
F4 Command Injection RCE 9.3 itf-mgmt Sanitize user input
1 We self-assigned the CVSS scores to vulnerabilities F1 - F4 according to [25].
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Figure 4: Service architecture of the AV2700. The central
point is the mosquitto service communicating to the man-
agement daemons via inter-process communication (IPC).
Three of the ports are authenticated and four unauthenticated.

FTP Server The AV2700 runs the ftpd of BusyBox started
as an inetd server. The firmware misconfigures the File
Transfer Protocol (FTP) server using an unsupported argu-
ment without a directory to serve the supplied files, preventing
successful file transfers. Consequently, its purpose is unclear,
especially when considering that the O-RAN standard man-
dates Secure File Transfer Protocol (SFTP) and File Transfer
Protocol Explicit-mode Secure (FTPES), which secure FTP
with Secure Shell (SSH) and Transmission Control Proto-
col (TCP), respectively, see Section 5.1 of [47]. Furthermore,
per standard, the FTP service is located on the DU, where the
RU is supposed to connect for file uploads.

SSH server The sshd service is provided by the OpenSSH
7.8 SSH server. This service is required for secure M-Plane
connections; see Section 5.4 of [47]. However, the SSH server
with enabled shell access also allows command execution on
the RU, which is not a functionality described in the standard.

Telnet The built-in telnetd of BusyBox provides Tele-
type Network (Telnet) remote access. It offers functionality
similar to the SSH server without the confidentiality or integ-
rity protection of the transmitted data. Identical to the SSH

server, the remote access capabilities offered by Telnet are
not mandated by any standard covering the RU, nor are they
part of the M-Plane. However, when considering Telnet as a
vendor extension of the M-Plane specification, it violates the
end-to-end security requirement stated in [47].

Mosquitto MQTT server The mosquitto Message Queu-
ing Telemetry Transport (MQTT) server listens on all inter-
faces and is externally reachable. In extension, the IPC func-
tionality to the manager daemons can also be called from out-
side, indirectly exposing the manager daemons. The MQTT
server appears to be unrelated to any O-RAN standard. We
assume it to be a leftover implementation detail of the IPC
mechanism that the internal manager daemons (described
below) use to communicate.

Clish-agent service The clish-agentd implements the
functionality of a local oru-shell over ZeroMQ [66]. It
dispatches commands sent to the shell to the corresponding
internal manager daemon by publishing them on the MQTT
topic. No O-RAN standard describes the oru-shell, but it is
directly derived from the NETCONF YANG models. Conse-
quently, supported options overlap with settings configured
over NETCONF. The clish-agentd violates the mandatory
end-to-end security of the M-Plane because it uses an unau-
thenticated plain-text protocol [47].

TCF debugger The tcf-agent exposes debugger func-
tionality for the FPGA. The Target Communication Frame-
work (TCF) is an open-source network protocol to commu-
nicate with embedded devices [18]. The tcf-agent is unre-
lated to any O-RAN specification and appears to be a left-
over development artifact. We checked recent Board Support
Packages (BSPs) for the Zynq UltraScale+ and found the
tcf-agent enabled by default. Therefore, its presence might
be unintentional and not the result of a deliberate decision
during development.

NETCONF The netopeer2-server implements the
NETCONF protocol over SSH. NETCONF over SSH is re-
quired by the M-Plane specification [47]. In addition, the
specification also requires NETCONF over Transport Layer
Security (TLS), which we found missing (Section 5.5.1).
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Figure 5: Target Communication Framework (TCF) packet
broadcasted periodically by the TCF agent on port 1534, dis-
closing the TCF agent with ID, port, and version, and the op-
erating system Linux 4.19.0-xilinx-v2019.1 with user
root, leading to F1.

Sysrepo agent The sysrepo-agent is another central com-
ponent that implements the NETCONF protocol’s internal
YANG datastore as part of the O-RAN M-Plane [47]. Fur-
thermore, it connects to the MQTT server to trigger man-
ager functions as a reaction to NETCONF remote proce-
dure calls (RPCs). This component directly results from the
M-Plane specification, which requires NETCONF support for
device management.

Manager daemons The AV2700 software is structured into
multiple manager daemons (the leftmost box in Figure 4),
which are used to configure and monitor device aspects re-
lated to the O-RAN: The sw_mgmtd, e.g., is used to update,
install, and activate firmware archives. These managers use
the publish-and-subscribe-based MQTT protocol for IPC to
exchange messages encoded with JavaScript Object Nota-
tion (JSON) via the shared mosquitto [26] server.

5 Findings

This section presents four novel vulnerabilities we discovered
on the AV2700, which are summarized in Table 2: An exposed
TCF agent (Section 5.1), missing access control (Section 5.2),
multiple memory corruption vulnerabilities (Section 5.3), and
an OS command injection vulnerability (Section 5.4). We also
discuss deviations from the O-RAN standards identified on
the AV2700 (Section 5.5). All vulnerabilities F1 - F4 are ex-
ploitable for adjacent adversaries with capability C1 using
low-complexity attacks without user interaction, special
privileges, or additional attack requirements (Figure 6).

1 import zmq
2

3 context = zmq.Context()
4

5 # Socket to talk to server
6 print("Connecting to remote server...")
7 con = context.socket(zmq.DEALER)
8 con.connect("tcp://o-ran-ru-ip:8888")
9

10 con.send(b"view=system -view subview=all reboot\n")
11

12 while 1:
13 message = con.recv()
14 print(message.decode(), end="")

Listing 1: Python code to interact with ORU shell views. In
this example, the reboot command in the system view is
invoked to disrupt the device (F2).

5.1 Exposed TCF Agent

In the context of the AV2700, TCF enables developers to
communicate with the built-in FPGAs [19], e.g., from within
Eclipse with the TCF debugger add-on that opens a terminal
for debugging. In the background, TCF opens a terminal on
the device and runs commands as root.

The AV2700’s TCF agent periodically sends out User Data-
gram Protocol (UDP) packets on port 1534 (Figure 5) while it
waits for connections. The O-RAN standards do not describe
the use of TCF to communicate to the RU, so we assume it to
be a leftover service that the vendor unintentionally enabled
during development. As the TCF agent was not removed be-
fore deployment, adversaries can abuse its functionality with
at least capability C1, yielding F1. The TCF packets disclose
detailed information about the device, including the host and
port. After recording the handshake between Eclipse and the
AV2700, we reconstructed the TCF messages required to exe-
cute arbitrary shell commands on the embedded device.

Finding F1 gives an adversary full control over the RU,
which we further discuss in Section 6.1. While mitigation is
straightforward, i.e., removing the TCF agent before deploy-
ment, we assign F1 a critical CVSS score of 9.3 (Figure 6a)
with a high impact regarding all security goals with low sub-
sequent impact on confidentiality and integrity and a high
subsequent impact on availability.

5.2 Missing Access Control

While the NETCONF, Telnet, and SSH interfaces require
authentication, the mosquitto MQTT and clish-agentd
services can be accessed unauthenticated, yielding F2. In con-
trast to NETCONF, these services are not required by the
applicable O-RAN standards. The clish-agentd is a more
user-friendly way to access the NETCONF settings and can,
therefore, be considered a vendor-specific O-RAN extension.
The MQTT server is an exposed implementation detail with-
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(d) Command Injection (F4)

Figure 6: The Common Vulnerability Scoring System (CVSS) scores of F1 - F4. The colored sectors depict the three CVSS
metrics: Exploitability, vulnerable system impact, and subsequent impact metrics. Each figure shows, starting from the top, the
following items: attack vector (AV), attack complexity (AC), attack requirements (AT), privileges required (PR), user interaction
(UI), confidentiality (VC), integrity (VI), availability (VA), confidentiality (SC), integrity (SI), availability (SA). The individual
scores of the exploitability metric are as follows: None, low, high for PR; none, passive, active for UI; low, high for AC; none,
present for AT; and network, adjacent, local, physical for AV.

out significant user benefits. As a result of the missing authen-
tication, the entire interface of the clish-agentd is available
to a remote adversary with at least C1. It can be used to set rel-
evant configuration options of the AV2700 (Listing 1). While
there is no built-in option to execute arbitrary commands, the
shell can be abused to misconfigure the device. Since the avail-
able configuration options include vital system parameters
such as the sending power, which affects the transmission of
user data, this attack vector endangers the system’s availabil-
ity. Communication with the mosquitto server grants com-
parable capabilities to accessing the clish-agentd since the
majority of commands implemented by this agent are also
dispatched via MQTT. However, it poses a higher risk be-
cause direct access to the underlying MQTT broker allows
the adversary to control message contents fully. A remote
adversary possessing at least C1 can exploit vulnerabilities in
the supposedly internal management daemons by carefully
crafting messages, which we discuss further in Sections 5.3
and 5.4. We assign F2 a high CVSS score of 8.4 (Figure 6b)
with a high impact on availability, low impact on confidential-
ity and integrity, high subsequent impact on availability, and
low subsequent impact on integrity.

5.3 Memory Corruption Vulnerabilities

The custom-written management daemons of the AV2700
(the leftmost box in Figure 4) are most likely written in C,
judging by the libraries used, some strings referring to file-
names with a .c extension, and the overall observable pro-
gramming paradigms in place. Consequently, these compo-
nents suffer from a lack of language-based memory safety,
leading to F3. Examples of such issues include multiple null
pointer de-references crashing the affected components.

In the custom components, bounds checking is done im-

1 void* buffer = calloc(1, 0x102c);
2 void* build_id = cJSON_GetObjectItem(json_obj ,
3 "build_id");
4 if (build_id != 0) {
5 // Fortified version of strcpy (safe)
6 __strcpy_chk(buffer , *(build_id + 32), 64);
7 [...]
8 void* buffer_ptr = buffer + 0x188;
9 void* filename_field = cJSON_GetObjectItem(

json_obj , "file -name");
10 if (filename != 0) {
11 // strcpy call with indirect pointer ,
12 // not fortified (unsafe!)
13 strcpy(buffer_ptr - 0x84,
14 *(file_name_field + 32));
15 }
16 }

Listing 2: Reverse-engineered code surrounding the heap
buffer overflow in Line 13 due to unfortified functions (F3).

plicitly using the fortified versions of security-relevant func-
tions such as __strcpy_chk instead of strcpy() [27]. These
functions perform checks to ensure sufficient buffer sizes and
prevent the exploitation of buffer overflows. However, this
means that all services using such functionality immediately
crash when encountering an out-of-bounds error, resulting
in straightforward attacks on availability. We found this a
problem in almost every case where input is copied from an
MQTT message containing a user-supplied JSON payload.
While one can argue that in our threat model, the adversary
can always attack availability by pulling the plug that sup-
plies the unit with energy, this attack vector allows for the
disruption of specific sub-services in a stealthier manner.

Fortified functions can only be used if the length of the
target buffer is known during compile time. This requirement
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1 /* Function is called with user supplied input
2 extracted from the JSON payload in an MQTT
3 message. */
4 void create_interfaces(char *inf, int vlan_id) {
5 char if_name [10];
6 char cmd_buff [100];
7

8 /* This formatting call limits the size of
9 ‘inf‘ to 7. ‘if_name ‘ is not used for the

10 system() call , but the program crashes
11 if the size is exceeded. */
12 __sprintf_chk(if_name , 1, 10,
13 "%s.%d", inf, vlan_id);
14 if(!check_if_inf_exists(if_name)) {
15 __sprintf_chk(cmd_buff , 1, 100,
16 "vconfig add %s %d",
17 inf, vlan_id);
18 system(cmd_buff);
19 }
20 }

Listing 3: Reverse-engineered code excerpt of the operating
system (OS) command injection vulnerability in Line 18 (F4).

is violated when accessing dynamically allocated memory
areas such as heap buffers with pointers, and their fortified
counterparts cannot replace unsafe functions. We attribute
the existence of F3, a heap buffer overflow in the sw_mgmtd
daemon, to this fact (Listing 2): Surrounding code relies on
__strcpy_chk() in combination with stack-located buffers,
while the problematic code copies data from an MQTT
message into a heap buffer (Line 13). Here, the unfortified
strcpy() function is used, thus producing an overflow bug
when copying from untrusted input. The impact of such issues
goes beyond simple DoS attacks against services on the RU
and can lead to full RCE [32] with severe consequences for
the whole O-RAN (Section 6.1). At least C1 is required to
exploit this finding since the service is exposed on the Open
Fronthaul interface. We assign F3 a high CVSS score of 8.3
(Figure 6c) with a high impact on availability, a low impact
on integrity, and a high subsequent impact on availability.
We base this score on the conservative assumption that ex-
ploitation for full RCE might be infeasible due to insufficient
primitives.

5.4 Command Injection Vulnerabilities

Memory-related issues are not the only area where user
input sanitization is lacking. Generally, we noticed that com-
mands executed by the system function were built using
string formatting techniques. A review of associated input
parameters uncovered an exploitable command injection vul-
nerability in one of the management daemons (Listing 3),
resulting from the passing of untrusted user input to system
(F4). Since the management daemons run as root, this en-
ables the execution of arbitrary commands in the context
of the super-user. Similar to memory corruption issues, this

vulnerability is also externally exploitable with at least C1
and no authentication due to the missing access control on
the MQTT server. As described in Section 4.3, no O-RAN
standard mandates the MQTT server. Instead, it is an imple-
mentation detail of the RU vendor. The exposure of internal
services that implement O-RAN-specific functionality leads
to additional attack surfaces that could have been avoided.
The specific command injection vulnerability we found gives
an adversary-controlled buffer of seven bytes (Line 12). Only
five usable bytes remain after accounting for two bytes to
terminate the previous command and cut off trailing charac-
ters. Although this length restriction prevents straightforward
execution of arbitrary code, known techniques exist to exploit
exactly such scenarios to gain full RCE [61], with effects on
the whole O-RAN, which we describe in Section 6.1.

We adapt this idea to create empty files with controlled
filenames by using the shell’s output redirection operator (>).
After creating the necessary files, we use ls *> 0 to create a
file containing the chosen payload. Note that we get the trail-
ing zero for free due to the virtual local area network (VLAN)
ID appended to the injectable interface name (Line 15), al-
lowing us to stay within the payload length constraints. We
force ls to list the files in the order of most recent creation by
creating a file called -tx beforehand, which is parsed as an
argument to ls, controlling the sorting precedence of the out-
put. This order allows our files to appear first in the directory
listing, enabling us to ignore trailing characters. As ls adds
whitespace between filenames, we facilitate a combination of
tr and sed invocations to remove whitespaces and construct
arbitrary payloads, inserting ${IFS} whenever we require
spaces in our payload. We assign F4 a critical CVSS score of
9.3 (Figure 6d) with a high impact on confidentiality, integrity,
and availability, a low subsequent impact on confidentiality
and integrity, and a high subsequent impact on availability.

5.5 Open Fronthaul Standard Deviations

The investigation of the AV2700 RU revealed several devi-
ations from the concepts and functionalities introduced in
the O-RAN M-Plane specification for the Open Fronthaul.
Specifically, various features specified in the standard for the
RU startup procedure were absent in the AV2700. This sec-
tion addresses the missing TLS option (Section 5.5.1) and the
persistent creation of users (Section 5.5.2) before discussing
the use of default credentials (Section 5.5.3). While none of
these deviations are exploitable, they can facilitate follow-
up attacks.

5.5.1 Missing NETCONF via TLS Option

The RU performs a call-home procedure during start-up,
which leads to the DU establishing a NETCONF connection
to the RU. The M-Plane specification mandates TLS encryp-
tion as an alternative to SSH for establishing the NETCONF
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connection [47]. However, we discovered that the NETCONF
via TLS option is missing in the AV2700. As a result, only
NETCONF via SSH is available during the initiation of the
call-home procedure. To use this deviation in combination
with a flaw affecting the SSH implementation, an adversary
will need C2 to restart the RU and trigger the start-up pro-
cedure. F1 - F4 would still be exploitable when using TLS
encryption.

5.5.2 Persistent Creation of Users

The second discrepancy occurs when creating a new user ac-
count with super-user privileges on the AV2700. The M-Plane
specification states that upon creating a new user account and
assigning it super-user privileges, the default root account on
the device should be deactivated, and the active NETCONF
connection should be disconnected [47]. However, we found
that after creating a new user account and assigning super-user
privileges on the AV2700, the device neither disconnects the
active NETCONF connection with the default account nor
deactivates the default root account. This behavior deviates
from the specification and can facilitate follow-up attacks,
e.g., for adversaries that manage to create a user via the debug
port (C2).

5.5.3 Default Credentials

The O-RAN Alliance has identified the use of default creden-
tials on RUs as a main security issue [44]. Considering the
prevalence of default password lists [38] and the associated
risks in network equipment [13], the failure to deactivate the
default account poses severe security risks. Adversaries can
gain access to deployed AV2700s by brute-forcing devices
with default password lists as long as the default super-user
remains active, which can be attacked by adjacent adversaries
with access to a connected Ethernet port (C1).

6 Discussion

This section discusses the requirements of our findings and
their impact on the operation of the O-RAN (Section 6.1).
We outline mitigation means for F1 - F4 (Section 6.2). We
discuss the security implications of our findings considering
technological trends related to indoor BS (Section 6.3), 5G
and beyond (Section 6.4), and the O-RAN ecosystem (Sec-
tion 6.5). Finally, we address limitations of our work, future
work (Section 6.6), and the responsible disclosure process
(Section 6.7).

6.1 Impact on the Cellular Network
In Section 3, we defined the goal of our presumed adversary
as full control of an RU running in an O-RAN. This section
summarizes the exploitation requirements of findings F1 - F4

(Section 6.1.1) and their impact (Section 6.1.2) on the cellular
network. Figure 7 depicts which capabilities are required to
exploit F1 - F4 and what level of control they enable. Finally,
we point out follow-up attacks (Section 6.1.3).

6.1.1 Requirements

Findings F1 - F4 are all exploitable via the RU’s Open Fron-
thaul interface. Thus, adversaries with access to an adjacent
Ethernet port connected to the RU can exploit them (C1). The
adversary is not required to have specific knowledge of any
credentials.

6.1.2 Impact

In the following, we discuss what adversaries can achieve with
F1 - F4 and how close that brings them to fully controlling an
RU running in O-RAN.

Reconfiguration With C1, adversaries can reconfigure the
running RU with F2. Note how F1 and F4 also enable recon-
figuration of the RU.

Denial of Service A DoS attack on the RU leads to users
losing access to the cellular network. An adversary that is lim-
ited to C1 can exploit F2 to achieve DoS by reconfiguration
of settings in the oru-shell: (1) data transmission can be
interrupted by modifying RF parameters, (2) access to the RU
can be hindered by configuring a VLAN tag unknown to the
network operator, or (3) the device can be rebooted repeat-
edly with the reboot option to disrupt availability. Note how,
with C2, C3, or C4, adversaries can trivially achieve DoS by
repeatedly restarting or shutting down the RU.

Full Access Findings F1 and F4 both grant the ability to
execute arbitrary code on the RU. Notably, both findings only
require C1 and allow RCE in the security context of the root
user. Thus, F1 and F4 give the adversary full control of the
RU. Assuming it is feasible to gain RCE with F3, that finding
also gives the adversary full control of the RU.

6.1.3 Follow-Up Attacks

Figure 1 depicts to which O-RAN components the RU is con-
nected. With full control over an RU, there are three potential
follow-up goals: (1) targeting users via their UEs, (2) attack-
ing the O-RAN DU on the Open Fronthaul CUSM-Plane,
or (3) attacking the O-RAN SMO on the Open Fronthaul
M-Plane. Adversaries can target users by injecting down-
link traffic to attack UEs. While no known attacks target-
ing users from an O-RAN RU exist, similar attacks exist for
LTE [12,34,51]. Lateral movement in the O-RAN is possible
towards the DU and the SMO. Adversaries can conduct the
Open Fronthaul C-Plane DoS attack against the DU described
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Figure 7: The Requirements and impact of our findings F1 - F4. From left to right, the adversary’s capabilities C1 - C4 determine
the level of access to the Radio Unit (RU). Our findings enable the adversary to achieve attacker goals, i.e., reconfiguration,
Denial-of-Service (DoS), or full control of the RU. While not required for the shown attacks, the Open Fronthaul standard
deviations facilitate further attacks. We also highlight angles for future work.

by Liao et al. [35]. They can also attempt to get in control
of a DU [6]. Adversaries can attack the SMO on the Open
Fronthaul M-Plane [58, 60].

6.2 Mitigating the Discovered Vulnerabilities
Mitigating F1 is straightforward by removing the exposed
TCF agent before deployment. To mitigate F2, we recom-
mend limiting internal services to local addresses to avoid
exposing them to external threats. Regarding F3, we recom-
mend performing explicit bound checking on all untrusted
user input and considering switching away from the program-
ming language C [48]. Vulnerability F4 is addressable by
sanitizing user input before passing it to functions that eval-
uate commands, such as the system() function. Limiting
the internal services to local addresses, as suggested for F2,
also restricts the exploitability of this issue but still enables a
low-privileged user to escalate their privileges.

Generally, we recommend applying a reasonable threat
model (Section 3) during the software design phase to limit
the external attack surface from an architectural point of
view. Furthermore, we identified several deviations from the
O-RAN and Open Fronthaul specifications (Section 5.5). Co-
herency to these standards, especially regarding security, en-
sures the implementation of the best practices, thus mitigating
vulnerabilities in general.

6.3 Indoor Base Stations
The high number of security-related issues emphasizes the
need for an updated threat model for indoor BSs. This shift
voids the assumption that only trusted entities can directly
communicate with the RU. Combined with a system archi-
tecture that exposes many services without authentication,

as described in Section 4.3, the AV2700 presents a vast at-
tack surface. Large parts of the AV2700’s internal code are
probably written in C, requiring high security awareness and
rigorous security testing [53]. Without such precautions, mem-
ory safety bugs that lead to vulnerabilities are very likely.

As we show in Section 5, the security weaknesses affect-
ing the AV2700 spread beyond memory corruption issues,
including missing access control for dangerous services and
an OS command injection. These problems can also occur in
software written in memory-safe languages. Therefore, it is
necessary to follow security best practices and apply a proper
threat model during the development phase, reflecting the re-
ality that adversaries might have physical access to the RU
when deployed as an indoor BS in a public space.

6.4 Technologies of 5G and Beyond

The intended application areas of 5G, namely enhanced Mo-
bile Broadband (eMBB), Ultra Reliable Low Latency Com-
munications (URLLC), and Massive Machine Type Commu-
nications (mMTC), incur high requirements on the RAN. 5G
facilitates novel technology, such as FPGAs for mmWave
beamforming to fulfill these requirements. However, using
novel technology in gNBs and O-RAN RUs introduces new
challenges for RAN vendors and mobile network operators
(MNOs), e.g., more complex hardware in indoor BSs (Sec-
tion 4.2) and other RAN components.

While F1 is not a vulnerability within the cellular network
itself, it is exploitable by an adjacent adversary to gain ac-
cess to the AV2700’s host system, from where escalation to
the AV2700 is trivial with root privileges. The exposed TCF
agent vulnerability (Section 5.1) is a direct cause of devel-
opers not removing the TCF agent from the AV2700 before
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deployment. As FPGAs are included in O-RAN RUs to ful-
fill the requirements of 5G in the application areas, F1 is a
consequence of the novel technologies of 5G and beyond. Ad-
ditionally, with the TCF debugger enabled by default for the
widespread Zynq UltraScale+, F1 can likely be reproduced
on other RUs.

6.5 Complexity of the Open RAN Ecosystem

The O-RAN ecosystem is complex with its new open inter-
faces and introduced features. The different components are
highly interconnected through the various interfaces, and re-
search identified that adversaries can use the interconnectivity
to their advantage to escalate attacks [36, 39]. As detailed
in [6], establishing control of an RU provides an adversary
with the means to escalate attacks upwards, penetrating the
O-RAN through the DU and beyond, consequently impacting
the entire O-RAN ecosystem, including the CU, the SMO,
and the RICs. The security implications of this intrusion into
the O-RAN are critical as adversaries might access user- and
other sensitive data. They might manipulate the O-RAN to
transmit malicious packets and data to users, potentially affect-
ing user devices. Additionally, an adversary might bring down
the entire O-RAN with a DoS attack, leading to a large-scale
outage in 5G, classified as a critical infrastructure.

6.6 Limitations and Future Work

We did not fully evaluate the RU’s HDMI debug port. An
adversary with access to all interfaces (C2) might use the
RU’s debug port to perform a DoS attack or prepare follow-
up attacks that lead to RCE, e.g., creating a new super user. An
adversary capable of removing the RU (C3) can perform more
intrusive operations to achieve full control of the RU, e.g.,
firmware modifications or hardware fault injection. However,
if these attacks lead to RCE in the security context of root,
the adversary still needs to redeploy the RU into the running
O-RAN to achieve their goal, requiring C4.

We analyzed the AV2700 as an example of a proprietary
indoor O-RAN RU. We focused on the capabilities of an ad-
versary abusing physical access to an indoor RU, potentially
stealing, modifying, and redeploying the RU. As we did not
analyze an RU in a live O-RAN, future work might provide
valuable insights into how much CU-Plane traffic an adver-
sary with full control of the RU can access.

While we aimed to highlight general issues with indoor
O-RAN RUs, our evaluation considered only one product,
the AV2700. Future work might reproduce our findings on
other indoor RUs and assess to which extent our findings are
generalizable.

6.7 Responsible Disclosure

We privately reported F1 to Airspan on April 19, 2023. After
waiting for an acknowledgment or response, we sent a follow-
up email on February 13, 2024, with a revised deadline of
April 13, 2024, marking 360 days from the initial reporting.
On February 14, 2024, an Airspan executive responded to
our email, who acknowledged dismissing our initial email
as a phishing attempt. We were assured that the responsible
team at Airspan had been informed about our report and that
they would contact us regarding the vulnerability and next
steps. On February 21, 2024, we privately reported F2 - F4 to
Airspan. We set a deadline for May 21, 2024, marking 90 days
from the day of reporting, which complies with recommended
industry practice [29]. To the best of our knowledge, Airspan
is now working on patches for F1 - F4.

7 Conclusions

With this paper, we contribute to the RAN security of 5G and
beyond, especially regarding the deployment of indoor BSs.
We introduce a threat model for indoor BSs, considering they
are more easily accessible than outdoor BSs. Our security
analysis of the Airspan AirVelocity 2700 (AV2700) results
in multiple deviations from the O-RAN and Open Fronthaul
standards. We find four vulnerabilities on the AV2700 that we,
due to the lack of official scores, self-assign high or critical
CVSS scores (F1 - F4) and recommend mitigation means
for all of them. Our findings show that vulnerabilities in the
host system of a state-of-the-art indoor BS are exploitable
to Remote Code Executions (RCEs), which facilitate follow-
up attacks on the RAN. This highlights the importance of
securing not only the RAN-related implementations of a RAN
component but also the underlying host.
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