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Abstract
Inadvertent photosensitivity of P–N junctions has been

known for a long time, but most of the attacks that have been
demonstrated are covert channels, requiring an adversarial
presence on the device. We show not only how it is possible
for an external attacker to bias a P–N junction with a low
power laser, without any kind of insider assistance, but also
how this kind of attack can be used to perform logic level at-
tacks on the target device and thus interfere with the device’s
operation. The technique requires precision but is feasible in
practice with off the shelf hardware, as long as the attacker
has a line of sight to the target. It can result in attacks that
include crashing a computer, change memory contents, alter
the instruction stream of a running program, alter messages on
a shared communication bus, insert new messages, or prevent
communication. Most of these attacks have never been demon-
strated before without insider assistance. We demonstrate that
under the right circumstances the attack can lead to arbitrary
code execution on the target device. We show a working proof
of concept including remote code execution, and quantitative
measurements leading to testable predictions. Mitigation of
this vulnerability is challenging and countermeasures will in
most cases require hardware changes.

1 Introduction

Semiconductors are the substrate on which most modern elec-
tronics are built. Semiconductors can be “doped”, i.e., contam-
inated, with elements that makes it either positively charged
or negatively charged, with the interface between positively-
and negatively charged sections called a P–N junction. These
junctions are the basic building blocks of all transistors and
diodes (and by extension logic gates, IC and LEDs) and are
thus present in basically every device.

In some cases these components are exposed to the outside
world, either by design in the case of LEDs, or accidentally in
case any part of a circuit board can be seen through vent holes
or other openings in a device. Exposed P–N junctions that

are electrically connected to a shared communication bus are
vulnerable to being optically “pumped” by a modulated laser
beam. The effect is to reverse the LED, turning it into a current
source, or to bridge the diode, turning it into a conductor,
thereby affecting the circuit that the component is connected
to.

The effect depends on the type of component and the sur-
rounding electric field. In photovoltaic mode, an LED in
forward bias will be reversed if sufficient optical power is
pumped into it at the right wavelength; this causes the LED
to generate a photocurrent that runs backwards through the
connected circuits of the computer, driving the connected
circuit high; in photoconductive mode, e.g., an electrostatic
discharge (ESD) protection diode in reverse bias, pumped by
an infrared laser, conducts current in the opposite direction,
grounding the bus and driving it low. The effect is transient,
and leaves no evidence behind.

We explored the feasibility of conducting such attacks in
practice and the extent to which this effect can be used by
an attacker to affect a victim system. We found it is in fact
possible to affect P–N junctions using an external light source,
in practical conditions. Further more it is possible to achieve
a range of different effects depending on what the exposed
LED or diode is connected to.

We conducted a number of experiments to determine the
parameters for a successful attack. These include the angle at
which the laser hits the diode, the power level needed and the
modulation of the laser. All experiments are done with low
cost devices that are easily available to anyone, e.g., a laser
module from a Blu-ray player.

We present two working proofs of concept. First an attack
on a live I2C bus running between commercially available
devices, and second, an attack on the CPU–memory bus on a
pedagogically minimized CPU. The first shows that we can
inject or alter messages on the I2C bus that will be accepted as
legitimate by other devices on the bus. The second gives the
attacker arbitrary execution privilege (with some interesting
constraints) on the CPU.

Mitigation of the vulnerability is not straightforward. In
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most cases countermeasures will require hardware changes
and we discuss when and how this can be done in practice.

2 Photosensitivity of P–N junctions

Semiconductor P–N junctions are photosensitive because pho-
tons generate electron–hole pairs when they hit a semiconduc-
tor under the right conditions, specifically the depletion layer
that forms in the presence of an electric field between the
p-type and n-type doped regions. Electron–hole pairs form
when a photon with the right amount of energy is absorbed
by a semiconductor atom [84, p. 80]. In zero-bias mode, the
photocurrent generated is proportional to irradiance on the
P–N junction [86, Chapter 6, p. 238].

The result of this conversion depends on the electric field,
i.e., how the junction is biased. If the P–N junction, say in an
LED, is zero biased and illuminated by a suitable wavelength,
it goes into what is called photovoltaic mode. Electrons are
swept towards the anode, and holes are swept towards the
cathode. This makes the cathode positive with respect to the
anode, sending an electric current through any circuit attached
to the LED but in the opposite direction from the way that
usually makes the LED light up. The same thing happens if
the LED is forward biased, i.e., lit.

If the P–N junction is reverse biased, as in an ESD protec-
tion diode on a shared bus, it goes instead into photoconduc-
tive mode when illuminated by the laser. Here, electrons are
swept by the electric field towards the cathode, immediately
recombining with holes there, lowering the resistance to elec-
tric current and making the P–N junction into a conductor.
Because the depletion layer is widened by the reverse bias
voltage, making a larger volume where electron–hole pairs
may be created by absorption of photons, photoconductive
mode is more sensitive than photovoltaic mode.

The semiconductor used for the “P” and “N” parts of the
junction influences the best laser frequency to use to excite it.
The same 980 nm infrared photons that work well on silicon
ESD protection diodes are too low in energy (too long a wave-
length) to work effectively on, say, gallium arsenide (GaAs)
doped LEDs. However a typical 520 nm green solid-state laser
works well in that case.

3 Related Work

Unwanted photosensitivity of electronic components has been
a known issue for a long time. In 1952, the first production
IBM 701 mainframe computer failed at its unveiling when
the flashbulbs of news photographers disrupted the Williams
tube memory of the computer [10, 17, 35, 75]. Semiconductor
memory chips, if not protected from visible or ultraviolet light,
are similarly sensitive [51, 82, 89].

In 2015 a flip-chip voltage regulator on the Raspberry Pi 2
single-board computer (SBC) was found—once again when it

was being photographed for a press release before the product
introduction—to crash the computer whenever exposed to
xenon strobe camera flashes [28, 87]. Raspberry Pi 3 was
later found to suffer a similar problem with a much larger
chip-scale package integrated circuit (IC) on the back side,
a Broadcom BCM43438 Wi-Fi and Bluetooth chipset (U19)
this time [70]. In both cases, the root cause was found to be
failure to specify an opaque backside laminate (BSL) on the
chips [61].

Glass-encapsulated small signal diodes have long been
known to pick up noise from overhead fluorescent lighting
fixtures [13]. Photosensitive LEDs have been used before
for communication [23, 81] or light detection [14, 52–55] or
power delivery [1, 26, 49, 62, 63].

Other researchers have proposed ways to make a covert
channel out of this effect. All such efforts require an in-
sider with the ability to run a listening process on the tar-
get device [41]. This is not an unreasonable assumption, as
STUXNET surely proved [19, 40], but what separates those
efforts from this paper is that Basilisk does not require partic-
ipation or cooperation by an insider.1

Most of the remaining published research related to com-
promising optical emanations (optical TEMPEST) concerns
information flow out of the computer system; only a few pa-
pers in the literature address information flow inwards [24,39,
59, 74]. Perhaps closer are laser injection attacks on optical
fiber components of a quantum key distribution system, but
in that case the real target was an optical receiver actively lis-
tening for a signal [30, 73]. A good survey of signal injection
attack vectors is [31].

Sugawara et al. demonstrated coupling between a rela-
tively high power laser and microelectromechanical systems
(MEMS), e.g., microphones and accelerometers, a clear paral-
lel to our work because it similarly depends on the physical
principle of energy transfer from the laser to the target sys-
tem in order to effect coupling to a subsystem that was not
listening for optical signals directly [83]. Rampazzi et al.
(2020) found evidence of both photomechanical and photo-
voltaic effects at work [71, §4.3] and this work was further
extended [22] by Cyr et al. (2024) but MEMS attacks are
always targeting sensors, with the intention of falsifying mea-
surements; our work is targeting any device that has an ex-
posed P–N junction and can give direct access to the internal
state of the machine.

Basilisk is not precisely the same thing as optical fault
injection; that work is done on decapsulated chips, not on
conventionally exposed P–N junctions [3, 5, 25, 33, 36, 37,
64–67, 78–80]. Laser fault injection is a technique primarily
used in chip design and manufacturing for reliability test-
ing. Focused radio frequency, x-ray, subatomic particle, or

1Randal (2023) makes the useful distinction amongst (1) covert channels,
where both sender and receiver are malicious, (2) side channels, where only
the receiver of information is malicious, and (3) fault injection, where only
the sender is malicious [72, §2.1].
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Figure 1: Example of an ESD protection diode. The actual silicon diode is the small square shape visible in the gap between the
electrodes. It is often located off-center in the gap, decreasing the angle from which it can be hit.

laser radiation can be used to induce permanent or temporary
changes in electronic circuit elements, leading to error states
resulting in failures of the system [4, 90]. Light-induced volt-
age (or current) by means of a scanning laser is a test and
characterization method used by semiconductor manufactur-
ers to optimize process changes. It may be used in margin
testing to assess reliability. Environmental conditions such
as temperature, clock speed, or power supply voltage may
be varied to induce faults; the latter is the basis for glitching
attacks [29, 32].

Single event upset (SEU) testing (e.g., cosmic rays) is im-
portant for space vehicles and devices designed to operate
in the vicinity of a nuclear reactor. Electromagnetic interfer-
ence (EMI) testing for electromagnetic compatibility (EMC)
is a type of fault injection, and Basilisk may be considered
intentional electromagnetic interference (IEMI).

Laser or photoflash fault injection at the basic component
level is usually done on a decapped chip or bare die, un-
der a microscope, allowing for precise placement and small
spot size. As an attack vector, optical fault injection is nor-
mally used for key extraction—from TV set top boxes, elec-
tricity meters, smart cards, and payment terminals, in the
course of hardware security module (HSM) testing, KG-type
military link encryptors, or trusted platform module (TPM)
chips [38, 48]. Bar-El et al. (2004) contains a comprehensive
list of active protections in hardware—duplication of circuits,
multiple redundancy with or without time shifting, and error-
correction codes—and software such as are routinely used in
spacecraft to guard against SEU events [5].

In contrast to all these localized events, we aim to show
that ranged attacks are practicable on networking or pro-
grammable logic controller (PLC) equipment used in factory
automation and control. Instead of extracting information,
such as cryptographic keys, our capability is to take over
control of the system.

4 Basilisk

To demonstrate the various effects of P–N junction excita-
tion we design an injection attack framework called Basilisk.
This attack framework allows an external attacker to com-
promise an air-gapped system, without the need for internal
collaboration.

Fundamentally the low-level effect of a Basilisk attack
is to pull an internal wire in the target device high or low,
depending on the type of diode that it is connected to and the
surrounding circuit.

This can be used to disrupt a number of higher level tasks,
including chip-to-chip communication, assert error- or inter-
rupt conditions or to send or alter commands on a commu-
nication bus. For example, as we demonstrate in detail in
Section 7, it can be used to corrupt or modify instructions
fetched from memory, change the data sent to a display or
communication module, or simply crash a device and make it
unresponsive.

For Basilisk to be effective an attacker must be able to
target a P–N junction directly. In this explanation we will use
ESD protection diodes as examples although the same applies
to LEDs or any other P–N junction encased in a transparent
material. Figure 1 shows a magnified view of a diode cut
across the center to expose the silicon chip. Observe that the
silicon chip is sandwiched in a gap between cylindrical metal
electrodes, and the chip is often off-center in the gap, making
it easier or harder to target with a laser beam.

4.1 System model
The system model for Basilisk is depicted in Figure 2. It is
quite broadly applicable and only has a few requirements.

First of all, in order to conduct a Basilisk attack the target
system must have an exposed P–N junction. This can come in
many forms, e.g., in the form of an indicator LED designed
to be visible from the outside; or in the form of an ESD
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Figure 2: System and adversary model. The victim system
has an exposed diode (or LED) that can be targeted by an
adversary with a laser beam.

protection component (often a diode) mounted somewhere on
a printed circuit board visible through an opening in the case.

The exposed diode must be connected to a useful target.
The adversary is able to pull the wire connected to the diode
either high or low depending on the type of diode and the
surrounding circuit, but typically not both. The diode must be
connected to a circuit that if pulled high (or low) will have
an effect on the rest of the system. This is very often the case
in practical systems and we will show a number of practical
examples of such systems throughout the rest of the paper.

Finally, for some of the attacks to be effective the target
device must be turned on and running code. This is not always
strictly required, for example one can imagine an example
where a soft power switch can be activated with a Basilisk
attack or a reset line pulled low to reset a halted CPU, but in
most practical cases we will assume that the target system is
running.

The vulnerability exists whenever exposed PN junctions
(like LEDs or ESD protection components) are connected
directly or indirectly to electronic circuits carrying sensitive
information.

4.2 Adversary model

The adversary must have line of sight to the target diode. This
is not trivial in practice, but neither is it very difficult. In Sec-
tion 5 we define a metric called active area that measures how
precisely an attacker must aim to be effective. We show that
it is indeed feasible to do even without specialist equipment.

For certain attacks it is necessary to be able to modulate the
laser, i.e., turn it off an on, say, in order to create valid packets.
We assume the attacker is able to do this as fast as is needed
for the attack. This is a fairly easy requirement in practice, as
the modulation need not be any faster than the communication
protocol under attack, i.e., under 5 MHz for I2C.

Although not always needed, we grant the adversary full
knowledge of the timing of any messages that are transmitted
across a targeted bus. This is somewhat of an over approxima-
tion, but it models the case where this information is available
through other side channels. If this information is not avail-
able, attacks that require specific timing become probabilistic.

Basilisk works by pulling the wire connected to the diode

SDA

V+

SCL

R1 R2

Figure 3: ESD protection diodes on the I2C bus—when
illuminated—are able to pull the bus down against the ef-
fect of pull-up resistors R1 and R2.

either low or high, but not both. For this reason the attacker
can only change a binary 1 to 0, (or 0 to 1) but not both
ways. This is not as much of a limitation as it first appears,
because shared communication buses have pull-up (or pull
down) resistors making the default bus state high (or low) as
in Figure 3. The attacker can send arbitrary messages in that
case by, say, pulling the bus low when needed and letting it go
back up to high by just turning off the laser. Nevertheless it is
a limitation that can come into play in some circumstances.
We describe one example of this in Section 7.1.

Note that this technique does not permit the attacker to
receive information from the circuit under attack, only send
messages. If bidirectional communication is needed, another
side channel must be used to read information. Such side
channels are in fact often available, e.g., when attacking a
display as we demonstrate in Section 7.2, but the attacks we
describe do not need to read from the device.

5 Diode Attack Surface

In this section we demonstrate the specific conditions under
which it is possible for an external attacker to use a laser
to execute a Basilisk attack. We introduce the measurement
setup and then use it to drive ESD protection diodes or LEDs
into photoconductive- or photovoltaic mode respectively, thus
controlling the signal level of the connected circuits.

5.1 CMOS Logic Circuits
Before we continue we need to clarify the target voltage for
our experiments. In CMOS, 3.3 V circuits signals are sup-
posed to be either above VIH = 2.0V to indicate a logic high
condition or below VIL = 0.8V to indicate logic low. The gap
between VIL and VIH is not to be used to avoid ambiguity and
to provide a buffer—called the noise margin—against small
fluctuations in the electrical signal changing the logic state.

However CMOS logic is a binary system and the “unde-
fined” state cannot actually be represented in hardware, so
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VIL = 0.8V
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Logic HIGH
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Logic HIGH
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Figure 4: CMOS logic levels for 3.3 V circuits. Signals above
2 V are logic high, and below 0.8 V are logic low. In all our
experiments we found that devices will default to a logic low
condition in the undefined region, so although it ought never
to be used, a signal below 2 V is sufficient for an attack.

in practice; in our experiments, anything below 2 V is inter-
preted as a logic low condition.2 This difference is illustrated
in Figure 4. This slightly higher value for a logic low con-
dition is helpful for our attack since the lower the attacker
wants to drive the signal, the more power is needed. Given
the observed behavior we can use 2 V as the threshold for a
successful attack.

5.2 Attack Measurements
To make sure our measurements and results are applicable
to a real world system, we make all our measurements on an
experimental setup consisting of two devices (bus controller
and target) communicating over an I2C-bus. The bus has ESD
protection diodes and external pull-up resistors to allow us to
experiment with different values. We can change the resistor
values and bus voltage independently; this mimics the I2C
specification, which allows a wide variety of values to be
used [60, 68]. A schematic of the test setup can be seen in
Figure 5 and a photo in Figure 6.

The measurement setup consists of a pair of linear actuators
at 90◦ to each other to allow for a systematic raster-scan of
the diode under attack. The actuators are driven by stepper
motors which enable precise repeatable measurements to be
taken. Each raster scan of the diode moves the laser beam
across a 1 mm2 area of one of the ESD protection diodes on
the I2C bus, stopping every 20 µm to measure the voltage on
the bus.

Basilisk attacks are ideally suited for a shared communi-
cation bus because such buses use open collector (or open
drain) drivers. A device wishing to transmit will drive the bus
low to send a binary 0 or simply release the bus and allow the

2Our determination of this value is supported by Lancaster (1974, 1977)
[42–44].
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Figure 5: Schematic of the experimental apparatus.

pull-up resistor to return the bus to its logic high condition
(binary 1) between zero bits or between transmissions.

Typical values for I2C bus pull-up resistors are 2.2 kΩ or
4.7 kΩ; lower values pull the bus up more strongly, allowing
faster communication; conversely, a higher value resistor like
10 kΩ is a weaker pull-up.

The ESD protection diodes tested are a common type of
glass-encapsulated DO-35 size small signal diode, a type
1N34A equivalent silicon Schottky diode chosen for its fast
recovery speed. The diode is connected in reverse bias with its
anode at ground potential. Reverse bias makes the diode non-
conductive under normal circumstances, so it doesn’t affect
the operation of the bus. If the voltage on the bus ever exceeds
the reverse breakdown voltage of the diode, e.g., during a
power surge, the diode becomes conductive and shunts the
power surge to ground, protecting the bus and the connected
devices [47, 85].

We test several different lasers from near infrared (IR) de-
vices at 780 nm, to a longer wavelength of 808 nm and 980 nm
in order to identify the type best suited for a particular diode
type. The lasers all have a fixed power (intensity) rating be-
tween 3–5 mW.

We use our measurement setup to trace a raster pattern with
the laser, back and forth over the diode, to identify the best
place to direct the laser during an attack. This is illustrated
in Figure 7. The lasers are focused to the smallest achievable
spot size at a working distance of 32–35 mm. This is not
critical for the attack to work but it gives our measurements a
higher resolution, allowing us to map out diode vulnerabilities
in more detail. Note that even when focused, the beam from
a semiconductor laser is slightly elliptical, so we repeated
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Figure 6: Experimental apparatus. Stepper motor linear ac-
tuators raster scan the laser, its elliptical beam axis marked,
across the glass envelope of an ESD protection diode, ob-
scured here by the laser mount. The color of the radiation
shielding is wavelength-dependent, here for wavelengths
shorter than 550 nm.

all the experiments with the long axis of the elliptical beam
oriented parallel, perpendicular, and diagonally to the long
axis of the gap between the electrodes in the ESD protection
diode under test.

One run of the experiment consists of setting the bus volt-
age and pull-up resistor values, then scanning the laser spot
over the glass body of the diode as shown in Figure 7. Voltage
measurements are taken at fifty evenly spaced points along
each scan line, for a total of 2500 measurements per run. Each
run is repeated sixteen times for different combinations of
bus voltage and pull-up resistor values, then the laser is ro-
tated 45 degrees to shift the elliptical beam axis. We have
experimented extensively with different wavelengths as well,
however for most diode types we have one laser that is clearly
the most efficient, so we only present the data for that set
of experiments. See Section 8.2 for more details on laser
wavelengths.

Voltage measurements are made with a 10-bit analogue-
to-digital converter (ADC) channel 0 of an Arduino Uno
single-board computer, against a 5 V reference. The ADC
was allowed to settle for 500 ms every time the bus voltage
was changed, and several voltage measurements were taken
at every point, then averaged. The resolution of the ADC
is 4.88 mV. All power supply voltages were verified with a
Fluke 107 multimeter to be within 0.1 V of spec before the
start of each run.

1 mm

Figure 7: The raster pattern used to scan the diodes and LEDs
to obtain repeatable results. Each run consists of 2,500 indi-
vidual measurements.

6 Experimental Results

After a comprehensive series of tests on both ESD diodes and
LEDs we have detailed results that show both options as a
viable entry point for a Basilisk attack. In the following we
present our findings for the two diode types.

In both cases the results of the experiments are a series
of voltage measurements across the measurement area. This
area is 1 mm2 for the ESD diodes and 25 mm2 for the larger
LEDs.

6.1 ESD Diodes
A representative result is shown in Figure 8. The size and
shape of the gap between the electrodes can be clearly seen.
There is some indication of the size and location of the silicon
chip. The black isovolt curve indicates the VIH = 2.0V level
where the laser has forced the bus voltage below the logic
threshold. Any hit from the laser inside the 2 V contour line
will be seen as a logic low signal on the I2C bus. We call this
region the active area of the diode and it serves as a good
metric for how easy it is to execute the attack for a specific
set of parameters. If the active area is small for a chosen set
of parameters, it means that those parameters make it more
difficult to drive the signal low. Conversely if the area is large
it means that it is comparatively easier.

To demonstrate how an attacker can best influence an ex-
posed diode, and what circuit types are more vulnerable, we
look at each of the parameters individually. These include
beam axis rotation, bus voltage, and pull-up strength.

Beam rotation. Figure 9 depicts example results for three
different beam rotations. The active areas (region inside the
isovolt curve) look slightly different for the three rotations but
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Figure 8: Voltage measurements from a 980 nm laser. The
size and shape of the gap between the electrodes can clearly
be seen. The black isovolt curve delineates the active region
where the laser was able to force the bus voltage below the
logic threshold VIH, thereby imposing a binary zero on the bus.
Simply releasing the bus, by turning off the laser, is sufficient
to send a binary one.

Figure 9: Effect of beam elliptical axis rotation: diagonal 45◦

(left), parallel 0◦ (middle), and perpendicular 90◦ (right).

it seems hard to draw a firm conclusion. To help with that we
plot the average size of each of the active areas over 10 runs
in Figure 10. Here it can be seen that we have a larger active
area if the beam is perpendicular, i.e., rotated 90◦. While it is
tempting to conclude that perpendicular beams are better, it
is likely an artifact of the geometry of a specific diode, as the
internal placement of the silicon die is believed to be random.
However what we can learn from this is that rotation matters,
and in a practical scenario rotating the beam might yield a bit
of extra efficiency if the diode can only be targeted with an
off center beam, or if the power of the laser is limited.

Bus voltage and pull-up resistor strength. Figure 11 shows
the effect of bus voltage and pull-up resistor strength. Voltage
varies from top to bottom and pull-up resistor strength varies
from left to right. Observe how the active area becomes larger
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Figure 10: Average size of the active area (over 10 runs) for
each of the three elliptical axis beam rotations. The error bars
indicate standard deviation.

at lower bus voltages and with weaker pull-up resistors. This
makes intuitive sense since with a lower bus voltage there is
less of a voltage difference between a logic high and logic
low signal, and thus it takes less to pull the signal down to a
low state. Similarly for weaker pull-up resistors there is less
current flow available to counteract the attempt to pull the
signal level down to low.

For example, while at 5 V with a strong pull-up, attacking
the I2C bus is difficult, it is easy to attack a bus at 3.3 V with
any reasonable pull-up resistor value.

The isovolt contour lines support the prediction that the
attack will get easier in future as system voltages fall from 5 V
TTL through 3.3 V CMOS to 2.5 V and 1.8 V LVCMOS [2,
introduction]. In general, we can now predict whether a given
combination of component type, bus voltage, pull-up resistor
value, and laser wavelength is reversible.

6.2 Light Emitting Diodes (LEDs)

Doing the same set of experiments again for LEDs serve two
purposes. First we want to show that Basilisk attacks are possi-
ble on LEDs as well, which is important since LEDs are often
more available as targets. Second we want to investigate how
different colored LEDs behave. The behavior will be different
since the semiconductor is doped with different elements in
order to produce different colored light. Furthermore, some
LEDs are encased in a colored resin, which could influence
the effectiveness of our attack laser.

An LED is a significantly bigger target than an ESD diode.
This makes aiming the beam and beam rotation less important
so we will not reproduce that part of the experiment here. We
instead focus on the most important aspects that we found

USENIX Association 18th USENIX WOOT Conference on Offensive Technologies    251



Figure 11: Voltage measurements from varying I2C bus volt-
age and pull-up resistor strength as independent variables. All
attacks are done with an 980 nm laser. The black isovolt lines
are 2.0 V for 5 and 3.3 V logic, 1.7 V for 2.5 V logic, and
1.17 V for 1.8 V logic.

will determine the resulting bus voltage, namely the color of
the LED that is being attacked, the bus voltage of the victim
system, and the pull-up resistor strength.

LED color. We tested the Basilisk attacks on six LEDs (four
different colors) with the same 405 nm (violet/blue) laser to
get a measure for how color impacts the efficiency of the
attack. The results can be seen in Figure 12.

We see that pink LEDs exhibit the weakest response which
is likely due to a phosphor layer absorbing a lot of the shorter
wavelength before it gets to the chip. The blue and green
LEDs both respond fine to the attack, and it is clear that those
LEDs are vulnerable enough to be used in practice. The most
vulnerable LED color is white. We have not attempted to
uncover the specific physical reason for these differences, just
note that with the exception of the pink LED, all had fairly
large active regions, making them easy to hit.

Bus voltage and pull-up resistor strength. Another thing to
note from Figure 12 is that the voltage in the active region,
i.e., inside the isovolt curve, is not as low as it is for ESD
protection diodes. While LEDs are large and easy to hit, they
do not drive the voltage as far down with the same laser power,
i.e., they are less efficient. While an ESD protection diode
easily drives the voltage down to zero if hit correctly, LEDs
usually bottom out at 1–1.5 V. As mentioned in Section 4,
this signal level is considered undefined for CMOS circuits
but in practice it is enough to trigger a logic low condition,
which means it is good enough for our purpose.

Figure 12: Voltage measurements of different colored LEDs.
pink (top left), blue (top middle, top right), green (bottom
left, bottom middle), and white (bottom right). All attacks are
done with a 405 nm laser.

7 Case Studies

In the previous section we demonstrated that an adversary can
change the logic level of an I2C bus with a laser. But that falls
short of demonstrating remote code execution on a live CPU,
which requires the attacker to have precise control of timing.

We next show that the attack vector can be used to perform a
meaningful attack. We do this through two case studies. In the
first one we attack a small computer with a simple instruction
set to demonstrate how we can effect arbitrary code execution.
The second case study demonstrates that Basilisk attacks can
be performed against off the shelf hardware.

The two case studies also allow us to demonstrate both
types of Basilisk attack: photovoltaic and photoconductive. In
the first case study the exposed diode is an LED connected to
the memory bus so we can use photovoltaic attacks to drive
the bus wires to their logic high state. In the second case we
attack the ESD protection diodes on an I2C bus so we use a
photoconductive attack to drive the bus low.

7.1 Changing the running instruction stream

To demonstrate the practicality of remote code execution,
at the same time keeping the complexity low so all details
are visible, we constructed a minimal 4-bit computer called
M5. It has status lights on the memory bus—a feature sadly
lacking in most computers designed since the 1970s—and an
instruction set architecture (ISA) small enough to make Fig-
ure 17 feasible. We wanted to be able to show the reachability
analysis between instructions without the overwhelming com-
plexity of a modern ISA like ARMv7 or RISC-V. The point
is to show that because of an interesting constraint on the
attacker—who may only be able to change a binary 0 to 1—
but not the other way around—certain opcodes are reachable
from certain other opcodes, but not always the one you want.
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Figure 13: The attacker watching the accumulator to get a
phase lock on the CPU at a cycle time of 250 µs.

M5, shown in Figures 15 (a) and 16, is a minimalist CPU
intended not so much to show the practicality of the attack
against real hardware but—quite the opposite—to highlight
certain unique difficulties of the attack, beyond obvious ones
like aiming and focusing.

The accumulator register is visible on the front panel (Fig-
ure 13)—visibility is key to establishing a phase lock on the
CPU. It has a simple instruction set (Table 1) to make feasi-
ble the reachability analysis in Figure 17, and will halt if it
decodes an illegal opcode. Cycle time is 250 µs but this was
limited by the speed of the laser drivers, not the FPGA.

Both CPU and memory are implemented in the FPGA but
the bus between them was routed externally to be accessible
for probing outside the FPGA’s internal interconnection fabric,
as shown in the schematic of Figure 15 (a). The FPGA used
is a Lattice Semiconductor iCE40-HX8K breakout board,
configured in Verilog with the open source Project iCEstorm.
All experiments in this section are done with a 405 nm, 5 mW
laser.3

It is important to note this is not an FPGA vulnerability; the
attack happens outside the FPGA’s internal interconnection
fabric, on external I/O pins, which are all standard CMOS.

M5 runs the microcode for each instruction on a sixteen-
step cycle. Figure 14 shows a typical instruction, opcode
mnemonic STA, which stores the value currently in the accu-
mulator register to a specified memory location.

The attacker needs to know a lot about the CPU and the
program that is currently running to perform the attack suc-
cessfully. Firstly, the attacker needs to establish a phase lock
on the internal state of the CPU, and from it to accurately
measure the cycle time, because the entire attack is predicated
on cycle counting.

Here, phase locking is accomplished by watching the ac-
cumulator display for changes, because the display always
changes at a known microcode cycle. From the direction
and magnitude of the change, the attacker can deduce what

3With the laser focused at infinity, any portion of the beam lying within a
5 mm diameter acceptance cone at the target will automatically be captured
and index matched to the P–N junction, because optical systems—in this
case, the lens of the LED—are time-reversible.
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Figure 14: Timing diagram of the microcode showing where
the laser fires during fetch and execution of a single instruction
(here, STA for “store accumulator”).

instruction was running (for example, INC or DEC if the accu-
mulator value changed by one, or STA if the value changed by
more than one). From the time between changes, the attacker
can calculate the cycle time by dividing by the number of
instructions executed between changes and looking up the
cycle time of each instruction, which may be different.

All this could be accomplished a different way simply by
watching the bus LEDs. We do it by means of the accumulator
simply to illustrate the general principle that the attacker is not
necessarily attacking the same LED as the one being watched.

After the attacker has established a phase lock and mea-
sured the cycle time, the attack proceeds by counting cycles
into a predicted part of the fetch–execute cycle and firing the
lasers at the instant when the desired value is known to be on
the bus (Figure 14). Typically, the laser fires more than once
during a particular instruction; for example, once to change
the opcode, again four and a half cycles later to change the
memory address, and five cycles after that to change the data
being written to memory.

The result of the attack can be seen on the right side of
Figure 15. Memory map (b) shows what the memory contents
of M5 looked like before the attack; (c) shows what it looks
like after. The attacker fired the lasers a total of twenty times
in six seconds to force the normal program in locations 0–7
to write a new program in high memory at locations 9–14,
and then forced a branch to it.

We did not collect any data on the probability of the attack
being successful, because we found it to be reliable under the
conditions we set up. The lasers are bolted in position, aimed
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Figure 15: (a) Schematic of the M5 computer, built around a Lattice iCE40HX8K-CT256 FPGA. Jumpers J1–J4 form an H-bridge
to allow flexibly reorienting the polarity of bus LEDs for experimentation. The bus is pulled down by jumper J5. (b) Memory
map before the attack. (c) Memory map after the successful attack.

Figure 16: The M5 computer. Four lasers controlled by an
Arduino with MOSFET laser drivers, are mounted aimed at
the bus LEDs. The four LEDs on the right are the accumulator
(A) register and the LEDs and switches on the left are used to
interact with the computer.

at the bus LEDs from a range of 2 cm, because it removes an
independent variable (aiming error) from the experiment.

The lasers used in this experiment were 405 nm near-
UV diode laser modules of unknown power rating. The
lasers were extracted from “cat toys” sold on Amazon.com
at https://www.amazon.com/gp/product/B09Y4D7NFB/.
In operation, they draw approximately 150 mA each from a
3.3 V supply, so their optical power must be < 500mW and
is probably considerably less, as they get warm in continuous

operation. These are absolutely not eye-safe and should never
have been sold as cat toys.

For safety when using 405 nm lasers, we recommend an
enclosure made from #2422 transparent orange polycarbonate
sheet 3 mm thick, as shown in Figure 6 when that apparatus
was running at 405 nm.

The lasers are modulated by switching their power supply
on and off with a MOSFET. Two important considerations
apply to these lasers; firstly, they need 3.3 V and will burn out
quickly at 5 V, but the MOSFETs won’t switch a load less
than their gate (control) voltage. So to make the MOSFETs
work and avoid burning out the lasers, always switch 5 V
through the MOSFET, and drop it down to 3.3 V with an
LM317 voltage regulator between the MOSFET and the laser.

These lasers were chosen for use because they exhibit quick
response when modulated in this way, typically < 100µs turn-
on and turn-off latency. Many other laser modules from other
sources, when measured, had a turn-on latency of more than
4000 µs, limiting modulation to < 0.25 kHz.

Note that the bus is pulled down by the 10 kΩ resistors.
There is no particular reason why it needs to be that way; it’s
only to make clear that LEDs under laser illumination drive
their signals in reverse.

Using the M5 computer we can now demonstrate a few
different adversarial capabilities, the first and easiest being
to crash the computer using a Basilisk attack, and the second
being arbitrary code execution (with some minor constraints).

To crash the computer, the attacker directs an unmodulated
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Mnemonic Opcode Instruction

NOP 0000 no operation
LDA 0001 load accumulator (addr)
INC 0010 increment accumulator
DEC 0011 decrement accumulator
STA 0100 store accumulator (addr)
BZ 0101 branch if A ̸= 0 (addr)
JMP 0110 unconditional branch (addr)
SR 0111 shift right accumulator
LDI 1001 load immediate

Table 1: M5 instruction set. It consists of 9 instructions in-
cluding NOP. This is intentionally simple but Turing complete.

laser to any of the bus LEDs for a few seconds. This has any
of the following effects: (1) changing a valid opcode to an
invalid one; (2) changing the value of a memory address; (3)
changing the contents of a memory read or write operation;
or (4) changing the control flow of the program.

To achieve arbitrary code execution, the attacker needs to
know something about the internal state of the CPU in order
to synchronize precisely. Watching the accumulator display
(Figure 13) is sufficient to obtain a phase lock on the CPU’s
internal state because the display changes at a known cycle
offset within the STA instruction.

Even with knowledge of the running program and the CPU
timing, the attack is not trivial. By targeting some or all of
the bus LEDs, the attacker can change instructions, or data,
or addresses after they are fetched from memory but before
they are executed by the CPU. However the attacker can only
set bits, i.e., change a 0 to a 1, not the other way around.4

This means that for every instruction there is a certain set of
different instructions the attacker can reach. This is illustrated
in Figure 17. The level of effort is not dissimilar to finding
“gadgets” in return-oriented programming (ROP) or selecting
opcodes from the printable character subset of the Intel X86
instruction set architecture [12, 15, 16, 57, 58, 76]. Another
analogy would be to looking a few moves ahead in a chess
game.

The address of a load or store operation can be easily redi-
rected to high memory addresses simply by setting the most
significant bit. The attacker can use many loops through the
program, setting a few bits here and there, gradually build-
ing up the desired program in high memory. Once done, the
attacker can simply redirect a branch to the new code.

In case the code in high memory cannot be created exactly
how the attacker wants, maybe because some bit combinations
were inaccessible, the constructed code can run fixups on
itself the first time it runs. This enables the attacker to use the
available instructions to write the desired program. After that,

4This is in photovoltaic mode; in photoconductive mode, we might only
be able to reset a bit.

Figure 17: Allowable transitions in the instructions set of the
computer defined in Table 1 if the attacker can only set bits,
but not reset them.

the fixed-up code runs, and the attacker has full control.
The attacker must be very careful not to crash the running

program. If the CPU ever halts, the attack is blocked.

7.2 Attacking an I2C bus

We have demonstrated how a Basilisk attack can lead to ar-
bitrary code execution on a toy computer. In this section we
prove the viability by attacking an I2C bus between commer-
cially available devices at 100 kbit s−1.

The I2C bus is a serial, synchronously clocked communica-
tion bus that is widely used and has a tolerant specification we
can abuse. It underlies the System Management Bus (SMBus)
and PMBus, as well as being incorporated in many other real-
world interfaces including HDMI, PCIe, DVI, and VESA [18].
A timing diagram of the I2C bus can be seen in Figure 19.
It consist of two wires: synchronous data (SDA) and syn-
chronous clock (SCL). It is less expensive to attack than a
parallel bus (e.g., as used on M5), because the attacker needs
to aim and synchronise at most two lasers. Timing is dictated
by the sending device and can be arbitrarily slow. This further
reduces the difficulty for an attacker since there is no need for
synchronization with an existing clock.

I2C is a shared bus with pull-up resistors making the default
state of the bus logic high. It uses open collector drivers to
pull the bus low when needed so that two devices trying to
send at the same time will not cause hardware damage to each
other. This makes it ideal as a target for Basilisk attacks.

The I2C bus in our setup (see Figure 18) is provided with
ESD protection devices (1N34A Schottky equivalent) on each
of the two lines providing an entry point for a Basilisk attack.
Figure 20 shows this attack working in practice—on LEDs,
in this case. The figure shows an oscilloscope trace of the
two I2C wires with the attacker driving both wires to execute
the attack. Note how, in the upper trace, the receiver acknowl-
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Figure 18: Proof of concept Basilisk attack on I2C bus,
780 nm lasers irradiating 1N34A glass-enclosed ESD pro-
tection diodes. Representative devices on the bus include
quad alphanumeric displays and nonvolatile memory.

edges each byte sent via the lasers by pulling the bus low. We
can be sure that this is indeed the receiver pulling the bus
low because it is pulled down all the way to 0 V, which the
attacker cannot achieve. The LED can only pull the bus down
to about 1.2 V (from VDD = 3.3 V) but that is enough.

We identify three attacks: denial of service, message ma-
nipulation, and message insertion. The first and easiest attack
is denial of service where the attacker simply sends a con-
stant beam of light. Even if the attacker only controls one of
the two bus lines, this attack effectively prevents any other
communication from taking place.

The second attack is message manipulation where an at-
tacker alters messages sent by other nodes, subject to anal-
ogous restrictions as in the M5 example—the attacker can
only reset bits, not set them. This attack requires knowledge
of the messages going across the bus and precise control over
the timing of the attack. The sender of the message is able to
detect the change, and will interpret it as bus contention, back-
ing off automatically, but the intended receiver does receive
the altered message.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

SCL

SDA

ACK ACKSTART STOP

BITS 01 0 0 0 0 0 0 0 00 0 1 0 0 W K K PS
ACK ACK

ADDR COMMANDWRITESTART STOP

Figure 19: I2C bus timing diagram. The I2C protocol uses
two wires, one for synchronous data (SDA) and one for a
synchronous clock (SCL). Both of these are driven by the
sender, except for the acknowledgement which is driven by
the receiver.

Figure 20: Oscilloscope trace showing successful commu-
nication with an I2C device via laser illumination of status
LEDs. Upper trace (yellow) is SDA; lower trace (blue) is
SCL. The attacker is only able to pull the bus down to about
1.2 V, not all the way to ground. We know communication
was successful because of the two negative-going acknowl-
edgement pulses in the SDA trace, generated by the receiving
device—one of the alphanumeric display modules, in this
case—which is able to pull the I2C bus all the way to ground.

The third and final attack is to transmit messages on an
empty bus. It assumes that the attacker knows when the bus
is empty, but beyond that there is no further need for precise
synchronization with the existing devices.

8 Discussion

Introducing energy to the system—along with information—
violates assumptions made by the hardware designer.

8.1 Laser power
In most cases accuracy and precision of aiming can be at least
partially substituted with more power.

Our experiments used reclaimed laser modules from old
CD, DVD, and Blu-ray players. This is in part to show that
Basilisk attacks can be done with very inexpensive hardware,
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but also that is what we could easily source. The downside
of this is that we do not have specifications for all the lasers,
specifically we do not have calibrated intensity measurements.

The lasers we have are sufficient to execute the attacks, but
being able to precisely control the optical power and to focus
the beam to a smaller spot size (e.g., 10 µm) would allow for
a more effective delivery of power to the P–N junction.

We observed standard laser safety protocols including
use of warning signs, shielding, beam blocks, and protective
glasses [6–8, 46, 88]. Hazards related to frequency-doubled
532 nm green laser pointers are well-known [11, 20].

There is no particular reason to think the light need be
coherent, or even monochromatic. This is supported by the
fact that xenon flash tubes are as effective as lasers.

8.2 Laser Wavelength
The lasers we have allowed us to test a variety of shorter wave-
lengths, 650 nm (red), 532 nm (green), and 405 nm (blue/vi-
olet) in addition to the infrared 780 nm, 808 nm, and 980 nm
lasers we used. Shorter wavelengths tend to be more effective
for LEDs and longer wavelengths are better for silicon.

8.3 Countermeasures
There are two main classes of countermeasures, active and
passive. Active countermeasures rely on first detecting that
an attack is taking place and then taking corrective action;
attacks might be detected optically [9] or electrically [56].
Passive countermeasures minimize the attack surface, either
by eliminating vulnerable components or shielding them from
influence. Opaque chip packages can mitigate the attack, but
this is no option for indicators that must remain visible.

Minimize the number of exposed LEDs or other photosen-
sitive components on a device. Avoid connecting exposed
P–N junctions directly to circuits carrying sensitive informa-
tion.5 Existing electromagnetic interference (EMI) reduction
techniques may be effective against photovoltaic mode, but
are unlikely to be effective in photoconductive mode.

It is interesting to note that the most effective wavelength
for silicon ESD protection diodes (not LEDs) is in the infrared
part of the spectrum, which makes the attacks stealthy.

8.4 Other Targets
There are a few areas where it is surprisingly common to have
LEDs directly connected to sensitive circuits. We found that
CAN bus devices commonly have them [34, 50]. Attacking a
differential signaling bus like CAN is more challenging, as it
will require the attacker to exploit both the photovoltaic and

5Indicators are not often found connected directly to a shared bus, because
they load the circuit, slowing communication. LEDs are sometimes buffered
by a transistor or op-amp driver, which has the advantage of a brighter indi-
cator, but with the drawback of a slight overhead in cost and complexity.

photoconductive methods on electrically adjacent components
at the same time for it to work.

In certain circumstances it is possible that a Basilisk attack
can damage the victim device. LEDs driven into photovoltaic
mode tend to pull the circuit on their cathode sides more
negative. This can, if the circuit on the cathode side of the
LED is a low positive voltage, result in the circuit going below
ground which could be damaging for sensitive electronics.

8.5 Commercially Available Hardware
We have been able to demonstrate the effect only on one
piece of commercially available hardware: a 5 mm RGB color-
changing LED often found in light-up toys [77].

The device was found to be disrupted by 405 nm, 520 nm,
650 nm, 780 nm, 808 nm, and 980 nm lasers, and the color
changing sequence can be reliably reset to red at a distance
of 25 cm by a xenon camera flash; this is consistent with the
emission spectrum of xenon, which is rich in near-IR.

The effect was first reported in a comment on the article
about the Raspberry Pi 2 glitch mentioned earlier [21, 28].
The chip inside is believed to be a CDT3447 or similar [69].

9 Conclusion

We present an attack framework we call Basilisk, after the
mythical animal that could kill with a single glance [27, 45].

While the photosensitivity of semiconductor diodes is a
known phenomenon, we demonstrate the practical require-
ments for an external attacker to use the effect as an attack
vector. We show that Basilisk attacks are feasible in practice,
both against ESD protection devices and LEDs, and can be
performed as long as the attacker has line of sight access.

Our results go beyond a feasibility study. We show two con-
crete attacks that have serious consequences. Depending on an
attacker’s knowledge of the victim and equipment complexity,
it is possible to achieve a number of effects, from denial of
service to arbitrary code execution on an air-gapped computer
system. Our results lead to testable predictions about the vul-
nerability of any shared bus that uses open collector (or open
drain) tristate drivers.

Minimization is the most effective countermeasure, fol-
lowed by buffering LEDs—which might be enough to block
photovoltaic mode attacks only—but mitigation remains a
challenge, especially for indicators that need to be exposed.

Availability

Verilog source code for FPGA implementation of the M5
CPU, Arduino source code for the attacker’s equipment and
the experimental apparatus, raw data, and scripts for data
reduction and plotting are available on GitHub at https:
//github.com/jloughry/basilisk_artifacts.
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