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Advanced Persistent Threats

2018

2019

2020

2021

2022

Complaints and Losses over the Last Five Years1

Losses
Complaints

$2.7 Billion

$3.5 Billion

$4.2 Billion

$6.9 Billion

$1.4 Billion
301,580

351,937

847,376

791,790

467,361

Cyber-attacks have been growing in numbers over the last decade around the world and
become more sophisticated, stealthy, multi-vector, and multi-stage.
In this scenario, Advanced Persistent Threats (APTs) represent the most dangerous
threat actor.

1 Data extracted from the 
FBI Internet Crime Report 2022
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Offensive Security

Offensive security practices, such as red teaming and adversary emulation, play a crucial
role in understanding how attackers operate and how to mitigate attacks.
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LLMs for Security

q LLMs can assist security analysts at writing custom software.
q NMT (Neural Machine Translation): generates code from natural language.

“Create a socket, connect
to tgtHost on tgtPort, send the 
message ’ViolentPython’,
receive the response in result”
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Offensive PowerShell code generation

1https://www.splunk.com/en_us/blog/security/revisiting-the-big-picture-macro-level-att-ck-
updates-for-2023.html

The PowerShell language is a key tool for cybersecurity in Windows systems.

We investigate NMT models to translate natural language (NL) descriptions into PowerShell
code that implements APT behavior.
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https://www.splunk.com/en_us/blog/security/revisiting-the-big-picture-macro-level-att-ck-updates-for-2023.html
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Methodology

We analyze different 
strategies for data 
collection and training:

q Pre-training
q Fine-tuning

Multiple quantitative 
evaluations:

q Output similarity 
evaluation

q Syntactic evaluation
q Execution evaluation
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Pre-training

We built a dataset of unlabeled 
PowerShell code, to pre-train 
LLMs with:
q Masked Language Modeling 

(MLM)
q Causal Language Modeling 

(CLM)
~90k samples of general-
purpose scripts (not limited to 
security) from GitHub.
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Fine-tuning

For fine-tuning, we developed another 
dataset with offensive PowerShell code.

Each sample includes a pair:
q natural language description ("intent")
q corresponding PowerShell code

Data from offensive security tools 
(Atomic Red Team, Stockpile, Empire) and 
public knowledge bases (e.g., Hacktricks)
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Fine-tuning - dataset
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Output Similarity

Output similarity compares token-by-token the 
generated code with the code from the ground 
truth.

Specifically, we selected:

q Bilingual Evaluation Understudy (BLEU)
q Edit Distance (ED)
q METEOR
q ROUGE-L

For context (state-of-the-art code generation):
BLEU-4 = 21% and METEOR = 38% for Python
BLEU-4 = 25% and ED = 44% for UNIX shell code
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Illustrative Examples

NL Intent Ground Truth Model Output

Invoke compiled HTML Help 
(CHM) file with specific storage 
handler, HH file path, and CHM file 
path.

Invoke-ATHCompiledHelp 
-InfoTechStorageHandler 
$ { infotech_storage_handler } 
-HHFilePath $ { hh_file_path } -
CHMFilePath $ { chm_file_path }

Invoke-ATHCompiledHTMLHelp 
-InfoTechStorageHandler $ { 
infotech_storage_handler } 
-HHFilePath $ { hh_file_path } 
-CHMFilePath $ { chm_file_path }

Invoke-Mimikatz cmdlet with 
bypassed execution policy.

powershell.exe -exec bypass -c 
" Invoke-Mimikatz ''

powershell.exe -ExecutionPolicy 
Bypass -Command " Invoke-
Mimikatz ''
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Syntactic Analysis

We evaluated the adherence to PowerShell 
syntax and compliance with common 
PowerShell conventions.

We adopt static analyzers to identify 
Warnings and Parse Errors.
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Syntactic Analysis - results
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For this purpose, we leveraged two metrics:

q Single Syntax Accuracy: the percentage of
outputs without parse errors.

q Comparative Syntax Accuracy: the
percentage of outputs that do not deviate
from conventions of the best practices.



18 th USENIX WOOT Conference on Of fensive Technologies, 12-13 th August 2024  vittorio.orbinato@unina.it 14

The execution analysis evaluates the generated code at run-time.

We analyze the behavior in terms of events occurring in the system.

Execution Analysis
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Execution Analysis - results
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We compared the generated events using an F1-score-like measure. We conducted the analysis using 
a sample of 35 entries.
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Comparison with ChatGPT

We compared the results obtained by the NMT models with ChatGPT 3.5, a widely-
used model, not specifically designed for generating offensive code.
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Conclusions

q AI-based code generators are indeed fit to generate offensive PowerShell 
code, achieving significant performance on this task, for all types of 
evaluation.

q Domain-specific fine-tuning allows NMT models to outperform state-of-the-art 
privately fine-tuned models, i.e., ChatGPT.

q Future work includes further analysis of the generated code, such as sandbox 
execution of the offensive scripts, to understand whether the code can evade 
detection measures, and generation of complete attack flows.
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